Univ 0} Ko ke k\/

COMPREHENSIVE EXAM

Probability & Stochasiic Processes
August 24, 1987
2 Hours

To All Btudents;

Thlsisaelmedbook.elmdnotum Plsase start esch problem om a new
sheet of paper. Indicate clearly on each sheet which problem you are workling. The
problems are grouped into 2 parte as follows:

Part I. Problems 1—8: 524 and 824 Matarial
Part I. Problems 8—14: 708—704 Material:

Any standard results that you use shouid be specifieally guoted. Bach problem is
worth 20 pointe.

Students Seeking a Master’s Level Pass.

Work any siz problems. Be advised that Part I deals with more advanced
material of 703 and 704. Do not hand in meore than six problems. (Possible total Is
120 points.)

Students Besking a Ph.D, Level Pass.

Work auy five problems with the resizietion that a2 least 4 problems must be
chosen from Pert I: Probleme 9—14. (eithes choose 4 problems from Part T sad 1
other problem, er choose § problems from Part il). Do not band in more than five
problems. (Possible total is 100 pointa.)
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Part L

1. Let X, X5, ..., be » sequence of Li.d. continuous random varisbles. We say that
s record oceurs at time n If X, >max{X,, ..., X,1}. Show

(i) [6 Polnts)
P{a record occurs st time n}-fl';
(i) [2 Points]
£ {mamber of records by tims #}= 3%
' §=i
(i) [8 Points] S
Var{number of records by time u}-lf:-'-‘_:’!—
]
(iv) [6 Points]

if Nesmin{n: n>1 snd a record occurs aé time n}, then what i
E(N)
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2. Let m be s fixed non-negstive integer. Let XX . . . , X, be random veriables
with E(X?)<co for eiwch . Assume CoviX;X;}=0 if }j—il>m end
Cov(X;, X;)S & for all § ancl §. &>0 and k does nol. depend oa ¢ or j.

(s) [5 Points]

Show that vm;f‘_.&)s ks (2em +1).
L

(t) [6 Points]
Uslng (a) show that for any >0,

P(li'-—u"l ﬁE(X;)I >€) =0

el
s ]
where X -Exgln.
(¢) [10 Points)
Let Y;,Y, ..., be independent identically distributed random
variables with B(Y,)=0 sad E(Y{)ml. Let Ke=¥+¥,,,
t=12 - -+ . Show that for any ¢>0,

P(IX 1> &) =0

where X = ix-/n.
fwl
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3. Let X,X;,X,, ..., be independent identically distributed discrete random vari-
ables with "
P(X‘j)‘ Py j-ltzisr-"!
0 elsewhere

and E(X)<co. Let M, =min(X},X,, ... ,X,) and let F' denote the distributicn
function of X,
{(2) [4 Polnts]
Give an expression for the distribution function of M, in terme of
F.
(b) [0 Pcinta}
For srbitrary positive integers ¢ and j, give an expression for the
conditional probability P(M, = ilM,..; = j) in terms of F and {p,}.
(¢) [7 Points)
L2
Prove that E(M, M, . =j) = 3, Min(i,5)p; for any integer j21.

il

Write down the limit of this expression as § —»o0.
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4, Let {X;} be Li.d. and let A be o pesitive integer valued randum varisble which is
independent of the X;'s. Cownsider the random sum of random variables defined by
Y= ﬁ](;.

=1
(a) [7 Points] |
Derive an expression for the moment gererating function (m.gf.) of
Y in terms of the m.gf. of the common distribution of the X;'s and
the probability generating fanction of 2.

(b) [6 Points]
Suppose thai the p.d.f. of the X;'a is f(z)=Ne™¢, £ 20 where A\>0
and that P(M=k)mp(l—p)' for k=12, ..., where 0<p <1,
Show that ¥ has en exponential disirlbution and Identify ite
parameter.

(¢) [7 Pointa]

Now suppose instead that Jf has o negative bivomial distribution
with probability mass funcilon P{Muk)em(k=1)p*(1~p)*~* for
Ewad, « -+ . If the X;'s ere atill Li.d. exponential &s in (b), what Is
the distribution of ¥7
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5. Let {N(¢):t 20} represent a nonhomogencous Polsson process having inievsity
function M¢)=At.

(a) [3 Points]
The probability shat n events oceur betwoen i=d and t=5 is

(b) Let T,Ts, ..., denote the interarrival timss of events in the pro-
cess.
(i) [5 Points]
Find the p.d.f. of T').
@ 5 Poir_.fu]
By comfibioning on the event T)==s show thst the
p.dt. of g i frft) =t [ “a(t-re)e 0+ 4o,

(i) [2 Polits]
Are' T, and T, independent or identieslly distributed?

(¢) [5 Points]
Given thet N(T)=1 find the probsbility distribution of T, the

time at which the lone evant ocourred.
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6. Suppose that {X(¢): £ 20} Is & pure death process in which X(0)=/ and in which
for h amall and n =12, . .., N we assume

()

®)

(<)

(d)

P{X(t+h)mn—=1|X(i)=n} = p,h +o(h).

{4 Points]
Derive the set of Kolmogorov forward equations (KFEs) for this
process.

Solve the KFEs in the following 2 cases (use mathematical indue-
tion in each case).
(1) [6 Points]
Po=nih, ISnN.
(1) [4 Points]
Byobta, . . ., by are all equal to the common positive
number . -
[6 Points]
Derive an expression for E{X(¢)} and Var{X(¢)} in the case (b)—
().
[2 Poinis]
Let {z(¢): ¢ 20} represent the deterministic version of the process
{X(¢): ¢ 20}. State and solve the differential equation that =(t)
must setisfy when g, =npg snd z{(0)=N. Relate your result to
part (¢). '
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7. After treatment by irradiation a certain kind of insect will produce sero offspring
with probability ¢ or 2 offspring with probability p =1~¢. For n =12, ..., let
X, mthe number of insects in the n*® generation given that Xy=si.

(a) [7 Points]
Find the probability distribution of Xy when § =2,

(b) [7 Points]
Find E(X;) and Ver(X,) when s =1. You may use the fact ihat
for n 21 we have

Var(X,) = 416" + Var(X, )’

(¢) [6 Points]
What i= the probability that eveniually there will be no deacen-
dents of 8 irradiated mice? Under what conditions is extinction »
certainty?



L L%
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8. All Markov chains in this question sre time-homogeneous.

(a)

(b)

[5 Points]

Suppose we are giver an Irreducible Markov chain with states
1,23, ..., and initial state 1 and a stationary distribution =
Does it follow that # is aleo the limiting distribution? If so, prove
it. If not, give a counterexample.

{10 Polnts]

Prove that s Markov chaln with more than one stationary distribu-
tion has infinitely many stationsry distributions. Show thai the
Markov chain with trapsition matrix

: . A B C D
Pw= A f d2gi2 0 O
By 14 8 0 O

C 0 0 i3 %3

D 0 O Lij4 84

is such a Markov chain. For this chain find the mean recurrence
time for each state.

{6 Foints] :
For the 2-state Markov chain with transition matrix
LA
P A [ 8 l—a
Bl1l1-b &

and 0< @, b <1, find the recurrence time distribution for state 4.
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9. (a) [6 Points]
Using only the probability axioms prove thst If {4;} is an increasing sequence of
events with union A, then P(4,)—+P(4).

(b) [10 Points] .

Let X,Y be random wvariables such that for all finite real sy,
P(X<z,Y<y)=g(z)h(y) for some real velued functions g and k. Prove that
’l_lﬂog(a:)-g(oo), 'l_i_in“h(y)-h(m) exist and that X and Y are independent.

Show carefully how the result of part {a) iz used in your proof.

(¢) |4 Points]
Suppose X,Y are contitvous random varlables such that for all finite z,y, some
fixed set A CB®, and strictly peaitive real funcilons ¢ and &,

PX<z,Y<y)= g(z)h(y) (3.9)64}
0 (syf)ﬁ-‘ :

Prove that X and ¥ sre independent If sad only if A s of the form
{(z,9): 2> 50,9 > 9o} for some 5p2 00, Yoz —00
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10. (a) |5 Points]
State the Lindeberg’s Central Limit Theorem for an array of random variables.

(b) Suppose X, X,, ... ,X, is a sequence of independent random variables such
that P[X, =Va =i =PlX, =~Vn] Let §,=3X; and N be the standard
1

normal variable. Prove that
(i) [7 Points]

i—u L N a3 n~»00;

n V2 :
(ii) 8 Polnts]
s3 1

E-;i--r’ a8 @ —~+00, ES‘L :ZVMX(
= zgxf s _Zn'ﬂ' =
l-——l)' 2 W =+ + L
N o(n+
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11. Let ({},@,P) be s probability space.

(1) [8 Points]
State and prove the Borel-Cantelli Lemmas for a sequence of
independent events {4,}.

(il) [12 Points]
Let {Z,} be & sequence of independens and identically distributed
random variables with common distribution N(0,1). Prove that

e
P |feasee o =

- _1__"}" 0 _ing® 1y
[Hintz lﬂ" Sj; e~ Fdr < 'c ]

(

P 1% > 2y i) = d: X
" P (Xh?dm ‘v gk

P / N 1 '\p‘iu
o N ?
X WY"”EQ’/‘E : o
e R
< 2 T \ECY
/ ol Q
L d\\’l‘:‘&" }’\Mg
ol i
o
7.
S
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12. Let X and Y be two integrable non-negative random variables on (QEP). Sup-
pose §,CI,CF are sub-o-fields.

(i} [4 Points]
Prove E(YE(X|8)) = E(XE(Y1));

(i) [6 Pointe]
Prove E{(x-s(xm))’}s E{(X«—-E(.Ill‘,))’} 8.5.;

{iii) [10 Points]
Further suppose that Y is discrete and lnteger valued. Show that

E(YIE) -i::o P(Y>8lf) s.s..
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13. Let Y,,Y, ..., be a sequence of independent random variables, Set
F,=0{Y;...,Y,} and 7, =o{¥,,Yoyy, - - - }» Let Ael}.,-o(’l,élll‘.). Define
X, = E(I4IE,). Prove the following.

(i) [4 Points]
{Xn B, } is & Martingale;

(il) [8 Points|
X, =14 ae;

(i) [8 Points]
«o
A e.glf, then P(A)m=0 or 1.
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14, Let (CLEP) be a probability space snd ¥,,¢, be sequences of sub-c=felds of
Aszume (X7 ) and (Y, ) are Martingales for some random veriables £, aad
Y. Lot B, =o(X;+Y}, X, 4Y,, . .., X, +¥,).
(s) [6 Points]
Prove shat if B, =G, then (X, +Y, ) s & Martingale;
{b) [i4 Points]
Prove that If (X, } sad {¥,} arc independent colleciions of rendom
variables thea (X, -+¥, M) is 2 Martingale (even if B, #®, ).



