Chapter 14

Series of Functions of Several
Variables

The idea of sequences and series of functions can be extended to functions of several
variables. For example,

Z(:)sy)":xy+x2y2+x3y3+---—|—a¢"y"—|—...

n=1

is a series of functions of two variables of two variables. All of the other notions, such
as uniform convergence, can be extended as well.

Theorem 14.1 (Weierstrauss M-Test) Let an(x) be a series of functions all

n=1

defined on a subset of U C R. If there is a convergent series of constants Z M, such
n=1

that
|fu(z)| < M, for all x € U,

then the series an(x) converges absolutely for each x € U and is uniformly con-

n=1
vergent on U.

Now we can define power series in several variables. For two variables x, y such a
power series is a series

S fulwy) = folw,y) + file.y) + ...

where

n n—1 n—2, 2 n—1 n
fn(xu y) = Cn,Ox + Cn,lx Yy + Cn—2,2x Yy + -+ Cn,n—lxy + Cn,ny )
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with each ¢; ; being a constant. What we have done is to collect all the terms of the
same degree. Each f, is called a homogeneous polynomial of degree n in x and y. Our
first series is an example of this where

Jon(z,y) = 2"y"
f2n+l(x>y) = 0.

This power series also is an example of how complicated the set on which the series
converges might be. Since the series looks like a geometric series, we can, in fact,
show that it converges for |zy| < 1.

If a function f(x,y) can be represented by such a
power series in a neighborhood of the origin,

diverge diverge

f(z,y) = copt(ciom+cr1y)+(co00” +eozy+capy®)+. . .

then when we do a term-by-term differentiation, we

find that
converge 0
0,0 = f(O, 0) C1,0 = 0_£(O’ 0)
of 10%f
diverge diverge 0171 - a_y(o, 0) 0270 - 5@(0, O)
2 0*f 1 0%f

Cz’lziaxﬁy( ) ) 02’2258—1;2(070)

In general we can show that

1 n\o"f , n of n—1 L(n of n—2, 2
fn(xuy) Tl <<O) al'"x + <1) on — 1x8y$ y+ 21 <2) an—2l.a2yx Yo

+H<k‘)78"—kx8kyx Yyt +<n)8yny )

with all the derivatives being evaluated at (0,0). A series > _ f,(z,y), in which f, are
given by above is known as a Taylor series in z and y, about (0,0), and the function
f(z,y) that it represents is called analytic in the region where it converges.

The Taylor series expansion about a general point (a, b) is obtained by translating
from the origin:

o) = flat) = [ FHa -+ Zw-)
x y
1 [0°f 0% f 0?2 f
i gt~ 0 2w = =)+ =0
+-. %{g;f(x—a>“+.. ]+ ,

MATH 6102-090 Spring 2007



14.1. TAYLOR’S FORMULA FOR FUNCTIONS OF SEVERAL VARIABLES 207

where all the derivatives are evaluated at (a,b).
There is a notation that is often used, called the nth differential d" f of the function

f(x,y):

aTL
d"f = af{(x—a)"#—...

B " /n o f o
= <’<)W(“’b)(‘” a)*(y — b)" .

To indicate the dependence of d"f on the numbers a and b and the differences = — a
and y — b, we write

d"f=d"f(a,b;x —a,y —b).

The series can then be written more concisely:

f(x,y):f(a,b)—i—df(a,b,x—a,y—b)
+%d2f(a,b,x—a,y—b)—l——I—%d"f(a,b,x—a,y—b)—l—

14.1 Taylor’s Formula for Functions of Several Vari-
ables

There is a Taylor’s formula with remainder for functions of several variables:

f(x,y):f(a,b)—l—df(a,b;x—a,y—b)—I—---—I—%d"f(a,b;x—a,y—b)
X !

(n+1)!

r=a+t(r—a), y=b+t(y—>0), 0<t'<l

+ A" (2 Yt e — a,y — b);

The point (z*,y*) lies on the line segment between (a,b) and (z,y). For n = 1,
the formula becomes

f(x,y) = fla,b) + (x — a) fola™, y") + (y — b) fy (=", y").

This is known as the Mean Value Theorem for a function of two variables.

Example 14.1 Lets find the power series expansion for e®”¥".
There are at least two ways we can do this. The first is the direct method.

flx,y) = coo + (cr00 + c11y) + (02,0$2 + co1xy + 02,2y2) + ...
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and we know that

0070 = f(0,0) =1

CLO _ fx(o, 0) — 21,6502—3/2 =0
z=0,y=0
Cl,l — fy((],O) = _2yem2_y2 =0
z=0,y=0
C20 = lf (0,0) = : (24 4a%)e” =1
2,0 — 91 zz\Y) - 91 =0,y=0 o
2 2 2 .2
= — Jz 07 O - _4 vy = 0
e = gpfen(0.0) = 5y (Hwg)e™
B 1 . 1 2\ _a?—y? —
Co2 = afyy(ovo) o 5 (_2 - 4y >€ x=0,y=0 =1
Cg’k =0
0= 0,0 = L (12 282 4 16| =1
4,0 — 4' zxxe\Y - 4' =0,y=0 o 2
B 4 o 4 3 x2—y? —
Cq1 = Efxxxy(07 0) - Z (—24!["3} — 16z y)€ z=0,y=0 =0
6 6 2 2
= = Froyy(0,0) = = (—4 4 8y® — 8% + 1627y)e” Y =1
Cq.2 4'f yy( ) ) 4] ( + 3y -+ 1027y )6 x=0,y=0
o 4 o 4 3 xQ—y2 —
C43 = If:vyyy(ov O) - I (24:@ — 16zy >€ z=0,y=0 =0
1 1 2 4y 72 —y? _
Cqa = Ifyyyy(oao) g (12 — 48y” + 16y )6 z=0,y=0 T2

This gives us that
22 —y2 2 2 14 2.2 14
e =14z —y +§x — 7y +§y + ...
1
:1+(x2—y2)+§(x2—y2)2+...

It looks as if there is a pattern. Can we see it better?
We know that

x 1 2 1 n
ef=14rx+=0"+---4+—a"+...
21 n!

Substituting 2% — y? for z gives us:

22 g2 1 1 n
et Y :1+(x2—y2)+§(x2—y2)2+-~-+ﬁ(:c2—y2) +...

and this converges for all x, y.
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What about something like e” siny? Here, we expect that we can take the series
for e® and sin y and multiply them together.

1 1 1 1
6xsiny:(1+x—|——x2—|——x3+...)( ——y3+—y5+...)

2 6! 3! 51
o 1, I g 13 1 I I 54 I 5
—y+xy+2:)sy 3!y +3!:)3y B!xy +24:By 12:Ey +120y +...
1 1 1 1
Iy—i-5(2xy)+5(3x2y—y3)+@(4x3y—4xy3)+§(5x4y—20x2y3+y5)+...

Of course, we can use the previous results and check the coefficients from the
derivatives. We will get the same result.
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