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1. WED, JAN. 14

Standing assumption: All spaces will be CW complexes, or at least of the homotopy
type of a CW complex. For any based space (X, x0), the basepoint will always be
assumed to be a 0-cell for some CW structure.

Some basic questions

(1) When does a space decompose as a product X ' Y× Z?
(2) How is this useful?
(3) We will also look at generalized products: bundles and fibrations

We want to understand spaces X up to homotopy. We use algebraic data to do this. The
first approximation is the collection πn(X) of homotopy groups of X. In practice, this is
too hard!

Example 1.1. For X = S2, we know

π1(S2) = 0, π2(S2) ∼= Z, π3(S2) ∼= Z (Prop 12.2), π4(S2) ∼= Z/2Z(Remark 39.1).

But these homotopy groups πn(S2) are only known up to n = 64, although it is known
that infinitely many are nonzero.

Similarly, any simpy-connected finite complex that is not contractible must have infin-
itely many nontrivial homotopy groups (Theorem 43.2).

Homology (or cohomology) groups are, in general, much more computable.

Example 1.2. We know that H0(S2) ∼= Z and H2(S2) ∼= Z are the only nonzero homology
groups of S2.

In some cases, homology informs us about homotopy:

1.1. Preliminaries: The Hurewicz and Whitehead Theorems. Let α ∈ πn(X) be repre-
sented by a map a : Sn −→ X. Denote by ιn ∈ Hn(Sn) “the” fundamental class. The
Hurewicz homomorphism

h : πn(X) −→ Hn(X)

is defined by
h(α) = a∗(ιn).
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Theorem 1.3 (Hurewicz). , [H, Theorem 4.32] Let n ≥ 2 and suppose that πk(X) = 0 for
k < n (we say that X is (n− 1)-connected). Then the Hurewicz homomorphism

h : πn(X) −→ Hn(X)

is an isomorphism.

Remark 1.4. Let n ≥ 2. Given the homology computation for Sn and the fact that Sn is
simply-connected, it immediately follows that πk(Sn) = 0 for k < n and πn(Sn) ∼= Z.

Theorem 1.5 (Whitehead). , [H, Corollary 4.33] If f : X −→ Y is a homology-isomorphism
and both X and Y are simply-connected, then f is a homotopy equivalence.

You have already seen the version of the Hurewicz theorem in the non-simply-connected
case. There is also a more general version of the Whitehead theorem in the presence of
fundamental groups. We may discuss this later in the course.

There is another Whitehead theorem. Recall that f : X −→ Y is called a weak homo-
topy equivalence if f∗ : πn(X) −→ πn(Y) is an isomorphism for all n and all choices of
basepoint in X.

Theorem 1.6 (Whitehead II). , [H, Theorem 4.5] If f : X −→ Y is a weak homotopy equiva-
lence and both X and Y are CW, then f is a homotopy equivalence.

Since we are always assuming our spaces are CW in this course, the theorem tells us
there is no difference between homotopy equivalences and weak homotopy equivalences.
The first Whitehead theorem is a computational tool, whereas this second version justifies
the restriction to weak homotopy equivalences and the focus on homotopy groups.

One of the central questions of the course will be:

Question 1.7. Suppose given some decomposition of X. What does this tell us about π∗(X) or
H∗(X) or H∗(X)?

In many cases, this question can be turned on its head. That is, if we can show that the
homotopy (or homology or cohomology) groups do not decompose, then there cannot be
a space-level decomposition.

The simplest example of a decomposition we have in mind is X ' Y × Z. Then we
have

Homotopy of a product: πn(X) ∼= πn(Y)⊕ πn(Z).

Homology of a product: (Künneth formula)

Hn(X) ∼=
⊕

i+j=n

Hi(Y)⊗Hj(Z) ⊕
⊕

k+`=n−1

Tor(Hk(Y), H`(Z)).

So homology, while typically much more computable for a particular space, has a more
complicated product formula. We will see this again in the more general case of a fibra-
tion.

There is a similar Künneth formula in cohomology, but it requires a few extra hypothe-
ses (for example, ”finite type”).
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Another type of decomposition is a wedge decomposition X ' Y ∨ Z. In this case, we
get

Homotopy of a wedge: Assume that Y is p-connected and that Z is q-connected, where
p and q are ≥ 1. Then πn(X) ∼= πn(Y)⊕ πn(Z) for n < p + q.

This can be shown using the homotopy-excision theorem (see Prop 2.2 in my old course
notes). But there is not much control in higher dimensions. For example, π2(S1 ∨ S2) is
not finitely-generated. The sum S2 ∨ S2 has infinite homotopy groups in dimensions 4,
5, and 6 (see [BT], p. 264), whereas the only infinite homotopy groups of S2 occur in
dimensions 2 and 3 (Theorem 42.1).

Homology of a wedge: H̃n(X) ∼= H̃n(Y)⊕ H̃n(Z).

Example 1.8. The nontrivial homology groups of CP2 are Hn(CP2) ∼= Z for n = 0, 2, 4.
These are the same as the homology groups of S2 ∨ S4, so we can ask whether the two
spaces are equivalent. The above homotopy formula tells us that

π3(S2 ∨ S4) ∼= π3(S2)⊕ π3(S4) ∼= Z⊕ 0 ∼= Z.

We will see in Prop 12.2 that π3(CP2) = 0, so CP2 6' S2 ∨ S4

As indicated above, we will primarily be interested in product-decompositions (and
generalizations).

Since homotopy interacts well with products, a natural question is: given the homotopy
groups πn(X) of a space, is that enough information to recover the space? We will see that
the answer is no, but to relate this to products, we make the following definition.

Definition 1.9. Given a group G and n ≥ 0 an Eilenberg-Mac Lane space of type K(G, n)
is a CW complex satisfying

πk(K(G, n)) ∼=
{

G k = n
0 else.

For any space X, let us write Gn = πn(X). Then a more precise version of the above
question is

Question 1.10. Is there a homotopy equivalence X '∏
n

K(Gn, n)?

Again, we will see later (in Lecture 39) that the answer to this question is no.

2. FRI, JAN. 16

It may initially seem surprising that spaces of the type K(G, n) exist.

Example 2.1. One simple example is that S1 is a K(Z, 1). To see that the higher homotopy
groups of S1 are all trivial, recall that a covering map E −→ B always induces an iso-
morphism on higher homotopy groups. Since the universal cover of S1 is the contractible
space R, we conclude that a cover of S1 has no higher homotopy groups and so the same
must be true of S1 itself.

http://www.ms.uky.edu/~guillou/S11/527-Week8.pdf
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Example 2.2. The infinite real projective space RP∞ is a K(Z/2Z, 1). Again, this can be
seen using covering space theory. The universal cover of RP∞ is the infinite sphere S∞,
which is again contractible.

Example 2.3. The Eilenberg-Mac Lane spaces of type K(Z/nZ, 1) are given by infinite
Lens spaces. Again, these have S∞ as universal cover.

Example 2.4. The infinite complex projective space CP∞ is a K(Z, 2). We will show this
later in Proposition 12.1. For the moment, we can compute the homotopy groups up to
level 2: recall that CP1 = S2, so we know that π1(CP1) = 0 and π2(CP1) ∼= Z. Now CP2

can be obtained from CP1 be attaching a single 4-cell. This does not affect the homotopy
groups below dimension 3. Similarly CP∞ is obtained from CP1 by attaching cells in
dimensions 4 and higher, so π1 and π2 are not affected.

Construction 2.5. One way to see that K(G, n)’s always exist (assuming that G is abelian
if n ≥ 2) is to build them via attaching cells as follows. First, express G as a quotient
G ∼= F/H as a quotient of a free group. We start building a CW complex by taking a
single 0-cell and then adding in one n-cell for each generator of the free group F. So far,
we have no homotopy below level n, and we first need to fix the homotopy group πn. For
each generator of the subgroup H ≤ F, attach an (n + 1)-cell to kill off that element in πn.
In this way, we will force πn to be correct, but we now have no control over the higher
homotopy groups. But we don’t want to have any higher homotopy groups. In order to
get rid of πn+1, we attach (n + 2)-cells to wipe out all of πn+1. For example, we could
attach one (n + 2)-cell for each generator of πn+1. As we attach these cells, we do not
change the homotopy groups in dimensions n and lower. Now we keep attaching cells
in higher and higher dimensions to wipe out the homotopy groups, and this produces a
CW complex in the end with the desired homotopy groups.

Unfortunately, the previous construction involves making a lot of choices and is not
very convenient for some purposes. For example, suppose we have a homomorphism
ϕ : A −→ B. We might then expect to get a (well-behaved) continuous map K(A, n) −→
K(B, n) inducing ϕ on the nth homotopy groups. In other words, we might ask that the
assignment A  K(A, n) is functorial. Another point is that S1 = K(Z, 1) is not just a
space. It is a topological abelian group.

Remark 2.6. The projective spaces RP∞ and CP∞ can similarly be given abelian monoid
structures. The standard models don’t have inverse maps, but there are ways in general of
replacing a topological (connected) monoid by a homotopy-equivalent topological group.
We work with RP∞, and the story for CP∞ is completely analogous. Recall that one
model for RPn is as

(
Rn+1 − {0}

)
/R×. We can think of an element of Rn+1 − {0} as a

nonzero polynomial of degree n. Multiplication of polynomials gives a map

Rn+1 − {0} ×Rk+1 − {0} −→ Rnk+1 − {0}.

According to this model, the space RPn consists of the space of nonzero degree n poly-
nomials up to scalar multiplication (meaning we pass to equivalence classes under scalar
multiplication). The multiplication is compatible with scalar multiplication, so we get an
induced map

RPn ×RPk −→ RPn+k.
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Passing to the limit gives the multiplication on RP∞. It is clear from the construction that
this is associative, and the unit is the class of the nonzero constant polynomial.

Here are two constructions of K(G, n)’s with some better properties.

Construction 2.7 (The simplicial construction). Given a group G, we will build a ∆-
complex BG which will be a K(G, 1). The complex BG has a single 0-simplex. We add in
one 1-simplex, denoted [g], for each g ∈ G. In general, we have an n-simplex [g1, . . . , gn]
for each ordered n-tuple of elements of G.The faces are as depicted below:

[g]BG:
[h][g]

[gh]

[g, h] [ f ]

[g]

[h]

[ f gh]

[ f g] [gh]

The 3-simplex [ f , g, h]

The faces of the 3-simplex are:

• Left: [ f , g] • Right: [ f g, h]
• Bottom: [ f , gh] • Back: [g, h]

To see that BG is a K(G, 1), it suffices to find a contractible cover. We will do this next
time.

3. WED, JAN. 21

We define a ∆-complex EG. It has one 0-simplex g for each g ∈ G. The n-simplices are
of the form g0[g1, . . . , gn].

g0[g]

g0

g0g

EG: g0g[h]g0[g]

g0[gh]

g0[g, h]
g0

g0g

g0gh

There is a map of ∆-complexes p : EG −→ BG defined by

p(g0[g1, . . . , gn]) = [g1, . . . , gn].

You should convince yourself that this really is a map of ∆-complexes (in other words,
check it is compatible with passage to faces). 1 Moreover, there is a left G-action on EG:
we define

g · (g0[g1, . . . , gn]) = gg0[g1, . . . , gn].

It is clear that the map p identifies BG with the quotient EG/G. It is easy to see that the
action of G on EG is free. In order to deduce that p is a covering space, it suffices to check

Lemma 3.1. Each point y ∈ EG has a neighborhood U such that all g-translates gU, where
g 6= e, are disjoint from U.

1This example is discussed in [H, Example 1B.7], but I am using different notation. The 1-simplex in EG
that I am writing as g0[g1] would be written as [g0, g0g1] in [H].
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Sketch. Argue by induction up the skeleta of EG. �
We now know that p : EG −→ BG is a covering. If we show that EG is contractible,

it will follow that EG is the universal cover and that π1(BG) ∼= G. The main idea is that
any simplex g0[g1, . . . , gn] can be included as a face of the (n + 1)-simplex e[g0, g1, . . . , gn],
which is the cone of the previous simplex. Inside this cone, there is the straight-line
homotopy of the n-simplex to the cone point.

g0[g]

g0

g0g

↪→ g0[g]e[g0]

e[g0g]
e

g0

g0g

It is straightforward to check that this homotopy is compatible with restriction to faces
and therefore glues together to define a null-homotopy of idEG. We have proved

Proposition 3.2. BG is a K(G, 1).

It is easily verified from the construction that both EG and BG are functorial. That is,
any group homomorphism ϕ : H −→ G induces simplicial maps

Eϕ : EH −→ EG, and Bϕ : BH −→ BG.

The next property we want (we’ll explain why in a minute) is that B(−) preserves
products. In other words, B(H × G) ∼= BH × BG. Unfortunately, this is not true with the
model we introduced above. Technically, the above space is the geometric realization as
a ∆-set, but we really need the realization as a simplicial set. All that this means for us
is that the ∆ complex we have been working with has some “degenerate” simplices that
we need to remove. Any simplex [g1, . . . , gn] in which at least one gi is e is considered
degenerate, and we need to collapse these. For instance, we collapse the 1-simplex [e]
to the vertex, and we collapse the 2-simplex [g, e] onto the 1-simplex [g]. Writing B∆(X)
for the ∆-complex above and Bs(X) for the new, collapsed, complex, the natural collapse
map B∆(X) −→ Bs(X) is a homotopy equivalence.

Exercise 3.3. Let G be a group. Then the following are equivalent:

(1) m : G× G −→ G is a homomorphism of groups
(2) inv : G −→ G is a homomorphism
(3) G is abelian .

It follows that if G is abelian, then we can define a multiplication on BsG by

BsG× BsG ∼= Bs(G× G) −→ Bs(G),

where we have used that Bs(−) is functorial in group homomorphisms. We similarly get
an inverse map, and it follows that BsG is again a topological abelian group. From now
on, when we refer to the simplicial, or bar, construction of BG, we will always mean BsG.

Great! We have produced a functorial construction of K(G, 1)’s from groups, and these
are topological abelian groups if G is abelian. In the abelian case, we can then iterate the
construction, forming BBBB · · · BG.
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Proposition 3.4. If G is an abelian group, then
n︷ ︸︸ ︷

B · · · BG is a K(A, n).

This does not follow from what we have done so far. Thinking about the B(BG) case,
there are two problems. Write G for BG. This is a topological group, but when we built
BG before, we were not taking into account any topology on G. So we need to fix that.
The bigger problem is that if we consider EG −→ BG, the fibers are homeomorphic to
G and so are not discrete! So this is not a covering space. We need a generalization of
covering spaces. We will come to this later in the course, in lecture 12.

4. FRI, JAN. 21

We had some discussion last time about delta sets and simplicial sets. See [F] for a good
introduction to the subject.

A ∆-set is a sequence of sets Ln for n ≥ 0 together with “face maps” di : Ln −→ Ln−1
for 0 ≤ i ≤ n. You should think of di as picking out the (n− 1)-dimensional face of an
n-simplex that is missing the ith vertex. The face maps are required to satisfy the relation
di ◦ dj = dj−1 ◦ di whenever i < j. This relation is easy to see if you visualize the faces of
a simplex. It is common to represent the data of a ∆-set graphically by the diagram

L0 L1oo
oo L2oo

oo
oo

L3oo
oo
oo
oo

· · ·
Example 4.1.

(1) L0 = {0} and Ln = ∅ for n > 0. There are no face maps to specify. This ∆-set is
just a vertex.

(2) L0 = {0, 1}, L1 = {[0, 1]}, Ln = ∅ for n > 1. Here d0([0, 1]) = 1 and d1([0, 1]) = 0.
This is an interval as a ∆-set.

(3) We can similarly build an n-simplex as a ∆-set. It will have (n+1
k+1) k-simplices. We

write ∆n
∆ for this ∆-set.

(4) The complex B•G is a ∆-set, where BnG = Gn . The face maps are described as
follows. In BnG, d0 drops the first group element and dn drops the last, while the
intermediary di’s multiply gi with gi+1.

(5) E•G is a ∆-set, where EnG = Gn+1. Here, dn still drops the last group element,
while di multiplies gi with gi+1 for 0 ≤ i < n.

Given a ∆-set L•, there is a corresponding topological space, called the geometric real-
ization |L•|∆ of L•. To define it, first let ∆n ⊆ Rn+1 be the standard topological n-simplex
defined by

∆n = {(t0, . . . , tn) |∑
i

ti = 1, ti ≥ 0}.

For any 0 ≤ i ≤ n + 1, we have inclusions δi : ∆n−1 ↪→ ∆n defined by

δi(t0, . . . , tn−1) = (t0, . . . , ti−1, 0, ti, . . . , tn−1).

We now define the geometric realization as

|L•|∆ = ä
n

Ln × ∆n/ ∼

where (di(x), t) ∼ (x, δi(t)) for x ∈ Ln+1 and t ∈ ∆n.
Example 4.2. The realization of the ∆-set ∆n

∆ is |∆n
∆|∆ ∼= ∆n.
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5. MONDAY, JAN. 26

In contrast, a simplicial set is a ∆-set K• but further equipped with “degeneracy maps”
si : Kn −→ Kn+1 for 0 ≤ i ≤ n satisfying sisj = sj+1si if i ≤ j. These are related to the face
maps by the following equations:

disj = sj−1di if i < j, djsj = id = dj+1sj, and

disj = sjdi−1 if i > j + 1.
You should think of the degeneracy map si as taking an n-simplex and producing an
(n + 1)-simplex by repeating the ith vertex. That should allow you to make sense of the
above formulas. The visual representation of a simplicial set is now

K0 // K1oo
oo //

// K2oo
oo
oo //

//
// K3oo

oo
oo
oo

· · ·

Example 5.1.

(1) If we want to define the 0-simplex as a simplicial set, we can’t just set K0 = {0} and
the other Kn’s to be empty, since this makes it impossible to define s0 : K0 −→ K1.
In fact, as soon as K0 is nonempty, then every Kn must also be nonempty. The
minimal choice we can make is to put a single simplex in each dimension, and that
defines the simplicial ∆0

s . Note that all simplices in dimension greater than zero
are degenerate simplices.

(2) We can define ∆1
s by specifying two 0-simplices and one nondegenerate 1-simplex

[0, 1] as in the ∆-set case. But now we are also required to add in the degenerate
simplices s0([0]) and s0([1]). When n > 1, there will be n + 2 n-simplices, all of
which are degenerate.

(3) In general, given a ∆-set L•, it is always possible to build a simplicial set by freely
adding in degenerate simplices.

(4) The ∆-sets B•G and E•G extend to simplicial sets by defining the degeneracy maps
si by inserting the identity element e in the ith slot.

(5) Given any space X, there is a simplicial set Sing•(X), the singular complex of X,
defined by Singn(X) = C(∆n, X). The face maps di are induced by the δi. Similarly,
the degeneracy maps si are induced by maps σi : ∆n −→ ∆n−1 which we describe
below.

Dual to the face inclusions δi : ∆n ↪→ ∆n+1 are the collapse maps σi : ∆n → ∆n−1

defined for 0 ≤ i ≤ n− 1 by

σi(t0, . . . , tn) = (t0, . . . , ti−1, ti + ti+1, ti+2, . . . , tn).

The geometric realization of a simplicial set K• is defined as

|K•| = ä
n

Kn × ∆n/ ∼

where (i) (di(x), t) ∼ (x, δi(t)) for x ∈ Kn+1 and t ∈ ∆n and also (ii) (si(x), t) ∼ (x, σi(t))
for x ∈ Kn and t ∈ ∆n+1.

Example 5.2.

(1) We have |∆n
s | ∼= ∆n. In particular, |∆0

s | is just a point, even though ∆0
s has simplices

in all dimensions.
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(2) Note that the ∆-set realization |∆n
s |∆ is much bigger, since we do not collapse the

degenerate simplices.

Set-theoretically, the realization of a simplicial set is the disjoint union of the (open)
nondegenerate simplices.

Why do we care about simplicial sets rather than the more intuitive ∆-sets? There are
many reasons, but one is the already mentioned property that, given simplicial sets K•
and L•, we have a homeomorphism

|K• × L•| ∼= |K•| × |L•|.

This is not true for ∆-sets and the ∆-realization.

6. WED, JAN. 28

We have recently discussed ∆-sets and simplicial sets. We want to generalize the con-
structions EG and BG to allow for a topological group G.

This means that we don’t just have a set of 1-simplices but rather a space of 1-simplices.
In practice, this does not add significant complications. Recall that for a general ∆-
complex X, if we denote by Fn the set of n-simplices, then X is defined to be a quotient

ä
n

ä
f∈Fn

∆n � X.

In the more general context in which each Fn comes with a topology, we simply define X
to be an analogous quotient

ä
n
Fn × ∆n � X.

We thus have quotients

ä
n
Gn+1 × ∆n � EG and ä

n
Gn × ∆n � BG.

This describes the geometric realization of a ∆-space. The realization of a simplicial space
works completely analogously.

There is another, more categorical, approach to ∆-sets and simplicial sets. Let ord de-
note the category with objects the linearly-ordered sets n = {0 < 1 < · · · < n}. The
morphisms are the order-preserving maps. Let ordinj denote the subcategory in which
we include only injective order-preserving maps.

Proposition 6.1. A ∆-set is the same as a contravariant functor (ordinj)op −→ Set, and a
simplicial set is the same as a contravariant functor (ord)op −→ Set.

The point is that we have maps δi : n −→ n + 1 skipping i ∈ n + 1 and σi : n + 1 −→ n
collapsing i and i + 1 together. Of course, a simplicial space would similarly just be a
contravariant functor (ord)op −→ Top. We can similarly define a simplicial object in any
category C as a contravariant functor (ord)op −→ C .

This concludes our brief introduction to ∆-sets and simplicial sets.
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7. FRI, JAN. 30

We went on this simplicial digression because it was used in the simplicial bar con-
struction of a K(G, n). Here is yet another construction due to McCord.

Construction 7.1 (The physics-inspired construction). Let A be an abelian group and let
X be a space. Let B(X, A) be the set of finitely-supported functions X −→ A. That is,
we consider functions which are nonzero at only finitely points. This is an abelian group
under pointwise addition. We topologize the space B(X, A) as follows. For any k ≥ 1,
let Bk(X, A) be the set of functions X −→ A which are nonzero at at most k points. For
k = 1, we have a surjection X × A � B1(X, A) which sends a pair (x, a) to the function
ax : X −→ A, where

ax(y) =
{

a y = x
0 y 6= x.

We topologize B1(X, A) as the quotient of X × A. More generally, for any k, we have a
surjection (X× A)k � Bk(X, A) defined by

((x1, a1), . . . , (xk, ak)) 7→ (a1)x1 + · · ·+ (ak)xk .

We topologize Bk(X, A) as the above quotient space. The space B(X, A) is the union of
the spaces Bk(X, A), and we give B(X, A) the topology of the union. In mathematical
physics-speak, this is the ”space of A-charged particles in X”.

We claim that B(X, A) becomes a topological abelian group. That is, the addition and
inverse maps are continuous. For the addition, it suffices to show that for any n and k, the
addition Bn(X, A)× Bk(X, A) −→ Bn+k(X, A) is continuous. But we have the diagram

Bn(X, A)× Bk(X, A) // Bn+k(X, A)

(X× A)n × (X× A)k

OO

∼= // (X× A)n+k

OO

Continuity of the top horizontal arrow follows from the following example of the magic
of Compactly Generated Weak Hausdorff spaces:

Proposition 7.2 (Point-set topological lemma, ([Str], 2.20)). If f1 : X1 −→ Y1 and f2 :
X2 −→ Y2 are quotient maps, then so is the product f1 × f2.

Similarly, to see that the inverse is continuous, it is enough to see that the restriction
Bk(X, A) −→ Bk(X, A) is continuous. Again, we have the diagram

Bk(X, A) // Bk(X, A)

(X× A)k

OO

∼= // (X× A)k

OO

with both vertical maps quotient maps.
What does all of this have to do with Eilenberg-Mac Lane spaces? The claim is that

B(Sn, A) will be a model for K(A, n). Actually, we modify the above construction slightly:
if X is a based space, then we define B̃(X, A) ⊆ B(X, A) to be the functions taking value
0 at the basepoint.

Proposition 7.3. The topological abelian group B̃(Sn, A) is a K(A, n).
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We will not prove this. See Section 4.K of [H] for a related discussion.

Remark 7.4. The more general construction is not connected, and in fact we get

B(Sn, A) ' K(A, n)× A.

This ends our mini-unit on Eilenberg-Mac Lane spaces, for now.

Fiber bundles
Definition 7.5. Let G be a topological group and F be a left G-space. A G-bundle with
fiber F is a map p : E −→ B such that each point b ∈ B has a neighborhood b ∈ V ⊆ B for
which there exists a homeomorphism ϕV : p−1(V) −→ V × F making the diagram

p−1(V)

p
##

ϕV // F×V

||
V

commute. Given a pair U and V of such neighborhoods of x, let ϕU,x and ϕV,x be the
functions p−1(x) −→ F defined by restricting ϕU and ϕV to the fiber p−1(x) and pro-
jecting to F. We require that the composition ϕV,x ◦ ϕ−1

U,x : F −→ F is given by action by
an element gU,V(x) ∈ G. Furthermore, we require that the resulting transition function
gU,V : U ∩V −→ G be continuous.

A G-bundle with fiber G is referred to as a principal G-bundle.

Example 7.6. Given any G and F and base B, we can form the trivial bundle B× F.

In an arbitrary bundle E, the isomorphisms ϕV : p−1(V) ∼= F × V are referred to as
local trivializations. The point is that, in a sufficiently small neighborhood of a point
p ∈ B, the bundle looks trivial, though this may not be true globally. A fiber bundle is
therefore a generalization of a product.

Example 7.7. A covering space is a bundle2 with discrete fibers and G = π1(B).

Example 7.8. When the fibers are Rn (equipped with the vector space structure) and the
group is G = Gln(R), a G-bundle is called a real vector bundle. Similarly, a complex
vector bundle has fibers Cn and structure group G = Gln(C). When n = 1, we call this a
line bundle.

Example 7.9. Let E ⊆ RPn ×Rn+1 consist of the set of pairs (`, v), where v ∈ `. Then
the assignment (`, v) 7→ ` defines a line bundle over RPn. To see the local trivialization,
let ` ∈ RPn. Let V ⊆ RPn consist of all lines not orthogonal to `. Pick any linear
isomorphism µ : ` ∼= R, and we define

ϕ : p−1(V) −→ V ×R by ϕ(`′, w) = (`′, µ(proj`(w))).

If `′ ∈ V, then proj` : `′ −→ ` is an isomorphism, so ϕ is invertible. This bundle is known
as the tautological line bundle.

2Beware, however, that in MA651 we always discussed the π1(B)-action as a right action.
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8. MON, FEB. 2

Example 8.1. The last example generalizes to Grassmannians. Recall that Grk(R
n) de-

notes the set of k-dimensional subspaces of Rn, suitably topologized. We have seen that

Grk(R
n) ∼= O(n)/

(
O(k) × O(n − k)

)
. There is again a tautological bundle over the

Grassmannian. Let E ⊆ Grk(R
n)×Rn be E = {(K, v) | v ∈ K}. Then projection onto the

first coordinate p1 : E −→ Grk(R
n) defines a k-dimensional vector bundle. The trivializa-

tion has a similar description. Let K ∈ Grk(R
n), and let V consist of all k-planes L such

that K⊥ ∩ L = 0. We can pick a linear isomorphism µ : K ∼= Rk and define

ϕ : p−1(V) −→ V ×Rk by ϕ(L, w) = (L, µ(projK(w))).

Again, for L ∈ V, the map projK : L −→ K is an isomorphism, so that ϕ is invertible.

Example 8.2. Consider the defining quotient S2n+1 −→ CPn. This is a principal S1-
bundle. The desired neighborhoods can be taken to be the standard covering of CPn

in which one (complex) coordinate is specified to be nonzero. For instance, let V0 ⊆ CPn

be the subset of points [z0 : · · · : zn] for which z0 6= 0. We define ϕ0 : p−1(V0) ∼= S1 × V0
by

ϕ0(z0, . . . , zn) =

(
z0

‖z0‖
, [z0 : · · · : zn]

)
.

This is a homeomorphism, as

(λ, [z0 : · · · : zn]) 7→ λ
‖z0‖

z0
(z0, . . . , zn)

gives an inverse. This also works in the infinite-dimensional case, so that we get a princi-
pal S1-bundle S∞ −→ CP∞. The case n = 1 is a famous case, known as the Hopf bundle
S3 −→ S2.

Example 8.3. Let Vk(R
n) denote the Stiefel manifold of orthonormal subsets of Rn of

cardinality k. A point of Vk(R
n) is referred to as an orthonormal k-frame. We can topol-

ogize this in the same way that we topologies the Grassmannian: there is a transitive
action of O(n) on Vk(R

n), and the stabilizer of (e1, . . . , ek) is 1×O(n− k) ⊆ O(n). Thus
Vk(R

n) ∼= O(n)/O(n− k).
An orthonormal k-frame in Rn corresponds to an isometry Rk ↪→ Rn. Since O(k) is the

group of isometries of Rk with itself, we get a right action of O(k) on Vk(R
n). The map

Vk(R
n) −→ Grk(R

n) taking a frame to its span then defines a principal O(k)-bundle. We
leave as an exercise the construction of the local trivialization. Note that the k = 1 case is
just the 2-sheeted cover Sn−1 −→ RPn−1.

9. WED, FEB. 4

See the notes from last Friday for a corrected definition of bundle. For a general G-
bundle p : E −→ B, we do not expect a left action of G on E. We have an action on each
fiber, but these actions do not glue together to give a globally defined action in general.
In some sense, the transition functions measure the failure of the fiberwise group actions
to glue together to form a globally defined action.
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To help clarify how bundles work, we start by discussing the transition functions for
the principal S1-bundle S2n+1 −→ CPn.

As we discussed in class last time, the local trivialization on the subset Vi ⊆ CPn in
which xi 6= 0 is given by

ϕi : p−1(Vi) −→ S1 ×Vi,

ϕi((x0, . . . , xn)) =
( xi

‖xi‖
, [x0 : · · · : xn]

)
.

The inverse is

ϕ−1
i

(
λ, [x0 : · · · : xn]

)
=

λ|xi|
xi‖x‖

(x0, . . . , xn)

Let us describe the transition map gij : Vi ∩ Vj −→ S1. Recall that this should satisfy the
property that

S1 × (Vi ∩Vj)
ϕ−1

i−−→ p−1(Vi ∩Vj)
ϕj−→ S1 × (Vi ∩Vj)

takes the form
(λ, x) 7→ (gij(x)λ, x).

Composing our formulas for ϕ−1
i and ϕj gives

ϕj ϕ
−1
i (λ, x) = ϕj

( λ|xi|
xi‖x‖

(x0, . . . , xn)
)
=
(xj|xi|

xi|xj|
λ, x
)

It follows that gij(x) =
xj|xi|
xi|xj|

. From this formula, it is easy to verify that

(1) gii = e, the identity element of the group,
(2) gji = g−1

ij , and
(3) gjkgij = gik.

These formulas hold for any G-bundle. The third condition is known as the cocyle con-
dition, and it implies the other two.

Proposition 9.1. If G is a topological abelian group, then p : EG −→ BG is a principal G-bundle.

Proof. The following argument is from [Ste, Theorem 8.3]. Recall that we need to cover
BG by neighborhoods on which we have trivializations. We start by constructing a sin-
gle such neighborhood. By [DK, Theorem 6.23], the inclusion G ↪→ EG is an NDR-pair,
meaning that there are functions

u : EG −→ I, h : EG × I −→ EG
such that

(1) G = u−1(0),
(2) h0 = id,
(3) h(g, t) = g for all g ∈ G and t ∈ I and
(4) h(x, 1) ∈ G for all x such that u(x) < 1.

In fact, since EG is a G-equivariant complex, we have functions u and h that are G-
equivariant. Let W = u−1[0, 1). Note that W is open and saturated (since u is G-equivariant).
It follows that V = p(W) ⊆ BG is open. Define r : W −→ G by r(w) = h(w, 1). We note
that r is G-equivariant.
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We claim that ϕW = (r, p) : W −→ G × V is a homeomorphism. To see this, define
an “untwisting” map F : W −→ W by F(w) = r(w)−1w. Then it is easily checked that
F is constant on G-orbits and so descends to a map f : V −→ W. We can then define an
inverse to ϕW by the formula ϕ−1

W (g, v) = g f (v). It is straightforward to check that this is
indeed inverse to ϕW .

10. FRI, FEB. 6

Now we need to know that we can cover BG by such V’s, or equivalently that we can
cover EG by W’s. To see this, recall that we have a homeomorphism BG × BG ∼= B(G ×G),
which allowed us to put a topological group structure on BG. The same goes for EG, in
fact. It follows that we can translate W ⊆ EG by elements of EG. Since EG is abelian,
these translates will still be invariant under the subgroup G, and we can repeat the above
argument for the translates of W to get our local trivialization of EG.

In more detail, let x ∈ EG and consider the translate xW. Let Vx denote p(xW). Denote
by rx : xW −→ G the translated function rx(y) = r(x−1y). Then

ϕxW = (rx, p) : xW −→ G ×Vx

defines a local trivialization. The inverse is given as above: one first defines the function
Fx(w) = rx(w)−1w. This descends to a map fx : Vx −→ xW, and ϕ−1

xW(g, v) = g fx(v) is
the inverse. It is then straight forward to check that the transition functions are given by
the formula

gx1,x2(v) = rx2( fx1(v)).

�

Fiber bundles are a generalization of covering spaces, and we know that covering
spaces have a path-lifting property. For fiber bundles, we have have the following ana-
logue:

Definition 10.1. A map p : E −→ B has the homotopy lifting property (aka covering
homotopy property) with respect to X if, given a map f : X −→ E and a homotopy
h : X× I −→ B such that h0 = p f , then there is a lift h̃ : X× I −→ E such that ph̃ = h and
h̃0 = f as in the diagram

X
f
//

ι0
��

E
p
��

X× I
h
//

h̃
;;

B.

Note that, in contrast to the situation for covering spaces, we do not assert that the lift
h̃ is unique.

Proposition 10.2. Fiber bundles have the homotopy lifting property with respect to cubes In.

Proof. Let p : E −→ B be a fiber bundle, and assume given f : In −→ E and h : In+1 −→ B
as in the setup of the homotopy lifting property. Let {(U, ϕU)} be a local trivialization of
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p. We first assume for simplicity that h(In+1) is contained in a single U. Then our lifting
problem becomes

In f
//

ι0
��

p−1(U)
ϕU

∼=
// U × F

p1
��

In+1
h

//

h̃
55

U

It is clear that we must define h̃ in the U-coordinate to simply be h. It only remains to
specify the F-coordinate. We could simply define the F-coordinate of h̃ to be

In × I
p−→ In f−→ p−1(U)

ϕU−→ U × F
p2−→ F,

but we will need a little more flexibility. We will need to be able to produce a lift h̃ after
already having chosen lifts on ∂In × I (or maybe only part of the boundary). So assume
given a lift h̃∂In :

(
∂In)× I −→ U × F. Let

r : In+1 −→
(

In × {0}
)
∪
(

∂In × I
)

be any retraction. We then define h̃F : In+1 −→ F as the composition

In+1 r−→
(

In × {0}
)
∪
(

∂In × I
) f∪h̃∂In−−−→ F,

where we have used a slight abuse of notation in the last line (we really mean the F
components of f and h̃∂In).

The rest of the argument is just like the one for path-lifting in covering spaces. By
the Lebesgue Number Lemma, we may subdivide the cube In into subcubes C and the
interval I into subintervals J such that each C × J is taken by h into a single U. We then
work our way across In× I, lifting in one C× J at a time, taking care to use the previously
constructed lift on any boundaries. �

11. MONDAY, FEB. 9

Often, we need a relative version of the HLP. This would say: given a map f : In −→ E,
a homotopy h : In × I −→ B, and a lift ĥ : ∂In × I −→ E of h on the boundary of In, then
there is a lift h̃ : In × I −→ E of h which restricts to f and ĥ. This is in fact equivalent to
the version stated above, because of the following lemma.

Lemma 11.1. There is a homeomorphism ψ : In × I ∼= In × I with

ψ(In × {0}) = (In × {0}) ∪ (∂In × I).

We are now ready to state the relation of fiber bundles to homotopy groups.

Proposition 11.2. Fiber bundles give rise to a long exact sequence in homotopy groups:

· · · −→ πn+1(B) ∂−→ πn(F)
j∗−→ πn(E)

p∗−→ πn(B) ∂−→ πn−1(F) −→ · · ·
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Proof. Let b0 ∈ B be a choice of basepoint, and let j : F ∼= p−1(b0) ⊆ E be the inclusion.

Exactness at E: The composition F
j−→ E

p−→ B is constant, so p∗ j∗ = 0. Now suppose
p∗(β) = 0 for β ∈ πn(E). We can represent β as a map β : In −→ E which is constant on
the boundary. Since p ◦ β is null, we have a homotopy h : In × I −→ B with h0 = p ◦ β
and h1 = cb0 . We thus have a lifting problem

In β
//

ι0
��

E
p
��

In × I
h
//

h̃
<<

B,

which we can solve by Prop 10.2. According to the discussion before Lemma 11.1, we can
choose the lift h̃ to be constant on ∂In. Since h1 is constant at the basepoint b0, it follows
that h̃1 defines a map α : In/∂In −→ F, and the homotopy h̃ shows that j∗(α) = β

The connecting homomorphism ∂: Let γ : In/∂In −→ B be an element of πn(B). We

can regard In as In−1 × I, so that γ may be viewed as a homotopy h from cb0 to itself. We
can lift h0 to the constant map at e0, and we can lift on ∂In−1× I to again be constant at e0.

(In−1 × {0}) ∪ (∂In−1 × I)
e0 //

��

E

p
��

In−1 × I

66

γ
// B

By Prop 10.2, we can solve this lifting problem to produce h̃ : In−1 × I −→ E, and α = h̃1
defines a map α : In−1/∂In−1 −→ E which lands in the fiber F = p−1(b0). We then define
∂(γ) = α ∈ πn−1(F).

It is not immediate from the above discussion that ∂ : πn(B) −→ πn−1(F) is well-
defined, since it involves the choice of a lift. We also need to know that the homotopy
class of ∂(γ) only depends on the homotopy class of γ. Thus let H : γ ' γ′ be a based
homotopy. As usual, we can regard this as a map H : In × I −→ B which is constant on
∂In × I. Now consider the lifting problem

(In × {0, 1}) ∪ (Jn−1 × I)
h̃1∪h̃′1∪e0 //

��

E

p
��

In × I

H̃

44

H
// B,

where Jn−1 ⊆ In is the union of all faces except In−1 × {1}. This has a solution, H̃, and
the resriction of H̃ to In−1 × {1} × I gives a based homotopy h̃1 ' h̃′1. This shows that
∂ : πn(B) −→ πn−1(F) is well-defined.

Exactness at B: Let β ∈ πn(E). We want first to see that ∂(p∗(β)) = 0. But in the con-
struction of ∂(p∗(β)), we can of course take β itself as the lift of p∗(β), and the restriction
of β to one face of the cube is certainly constant.
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Now suppose that ∂(γ) = 0. We want to show that γ is in the image of p∗. By con-
struction, ∂(γ) = h̃1 for some lift h̃ : In−1 × I −→ E of γ. By assumption, we have a null-
homotopy g : h̃1 ' ce0 in F. For convenience, we think of g as a map g : In−1× [1, 2] −→ E.
We may then glue g to h̃ to get β = g ∪ h̃ : In−1 × [0, 2] −→ E. Note that β is constant on
∂(In−1 × [0, 2]), and since p ◦ g is constant (since g is a homotopy in the fiber), it follows
that p ◦ β ' γ.

12. WEDNESDAY, FEB. 11

Exactness at F: Let γ ∈ πn(B). We first want to see that j∗∂(γ) = 0. Again, in the
construction of ∂(γ), we produced a map h̃ : In −→ E, which gives a null-homotopy in
E, ce0 ' h̃1. Since ∂(γ) = h̃1, we are done.

Now let α ∈ πn−1(F) such that j∗(α) = 0 ∈ πn−1(E). We wish to show that α lies in the
image of ∂. Let h̃ : In−1× I be a null-homotopy for α in E. Then p ◦ h̃ : In −→ B is constant
on the boundary and so defines an element of πn(B), and it is clear that ∂(p ◦ h̃) = h̃1 =
α. �

Proof of Prop 3.4. We show by induction that if G is a (discrete) abelian group then
n︷ ︸︸ ︷

B · · · BG ∼ K(G, n).

We already know the case n = 1. Let us write G for the n-fold bar construction BnG. By
Prop 11.2 and Prop 9.1, we have a long exact sequence in homotopy

· · ·πj+1(EG) −→ πj+1(BG) −→ πj(G) −→ πj(EG) −→ · · ·

We showed previously in the discrete case that EG ' ∗, and we can carry that proof
over to the topological group case. In fact, the simplicial contraction you found on your
homework applies in this more general setting.

Since EG ' ∗, we conclude that πj+1(BG) ∼= πj(G). By induction, we are done. �

We are now in a position to prove a few statements from the first week of class.

Proposition 12.1. CP∞ is a K(Z, 2).

Proof. Recall that we have a principal S1-bundle S∞ −→ CP∞. Since S∞ ' ∗, the long
exact sequence gives isomorphisms πn(CP∞) ∼= πn−1(S1). �

Proposition 12.2. We have π3(S2) ∼= Z and π3(CP2) = 0.

Proof. For the first, the principal S1-bundle S3 −→ CP1 ∼= S2 gives a long exact sequence

· · · −→ πn(S1) −→ πn(S3) −→ πn(S2) −→ πn−1(S1) −→ · · ·

Since all higher homotopy groups of S1 vanish, it follows that πn(S3) ∼= πn(S2) for n ≥ 3.
Thus π3(S2) ∼= π3(S3) ∼= Z by the Hurewicz theorem.

For the second statement, we use the principal S1-bundle S5 −→ CP2. The long exact
sequence shows that πn(CP2) ∼= πn(S5) when n ≥ 3, so π3(CP2) ∼= π3(S5) = 0. �
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13. FRI, FEB. 13

Last time, the issue of generalizing the HLP came up. We saw that the HLP with respect
to cubes In was equivalent to the relative HLP with respect to the pair (In, ∂In). In fact,
the HLP with respect to cubes In is also equivalent to the relative HLP with respect to
pairs (X, A), where A ⊆ X is a subcomplex. To clarify, let ι : A ⊆ X be the inclusion of a
subcomplex. Recall that the mapping cylinder M(ι) is defined as

M(ι) = (X× {0}) ∪ (A× I) ⊆ X× I.

Recall further that the inclusion M(ι) ↪→ X× I is a homotopy equivalence. Then the HLP
with respect to cubes is equivalent to the existence of a solution to every lifting problem
of the form

M(ι) //

��

E

p
��

X× I //

<<

B.
A map E −→ B satisfying either of these (equivalent) lifting conditions is known as a
Serre fibration. So Prop 10.2 states that any bundle is a Serre fibration. There is the
stronger notion of a Hurewicz fibration, which is a map satisfying the HLP with respect
to all spaces. It is a nontrivial theorem ([Sp, Cor 2.7.14]) that a bundle over a paracompact
base space is a Hurewicz fibration.

Classification of bundles
We will show that every bundle comes from a universal example. First, we discuss a

way of producing new bundles.

Definition 13.1. Let f : X −→ Z and g : Y −→ Z be maps. The pullback of f and g is a
space P with maps

P
f̂
//

ĝ
��

Y
g
��

X
f
// Z,

which is universal among spaces with compatible maps to X and Y. That is, if W is
another such example, we get a unique map as in the diagram

W
""

##

%%
P

f̂
//

ĝ
��

Y

g
��

X
f
// Z.

The pullback is often written P = X ×Z Y, and it can be defined as the subset of X × Y
defined by

X×Z Y = {(x, y) | f (x) = g(y)}.
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14. MONDAY, FEB. 16

SNOW DAY!!

15. WEDNESDAY, FEB. 18

PSEUDO-SNOW DAY!!

16. FRIDAY, FEB. 20

SNOW DAY. . . again. . .

17. MONDAY, FEB. 23

NOT-A-SNOW DAY!!

Proposition 17.1. Let p : E −→ B be a G-bundle with fiber F.
Then, given a map f : X −→ B, the pullback pX : E×B X −→ X
is a G-bundle with fiber F.

E×B X
f̂
//

pX
��

E
p
��

X
f

// B

Proof. Given a point x ∈ X, let V ⊆ B be a trivialized neighborhood of f (x), and let
ϕV : p−1(V) ∼= F×V be the trivialization. Then f−1(V) is a neighborhood of x, and we
wish to define the trivialization

ϕX
f−1(V) : p−1

X f−1(V) ∼= F× f−1(V).

Note that we can identify p−1
X f−1(V) with p−1(V)×V f−1(V). The trivialization ϕV then

gives us an isomorphism

p−1
X f−1(V) = p−1(V)×V f−1(V)

ϕV×id−−−→ (F×V)×V f−1(V) ∼= F× f−1(V).

We leave it as an exercise to verify that the composition

f−1(U) ∩ f−1(V)
f−→ U ∩V

gU,V−−→ G

define transition functions for the bundle. �

Example 17.2. Let p : E −→ B be a G-bundle, and let ι : A ↪→ B be the inclusion of a
subspace. Then ι∗(E) is the restriction of the bundle E to the subspace A, often written as
E|A.

In fact, as we will show in Prop 18.1 below, the isomorphism class of a pullback bun-
dle only depends on the homotopy class of f , but we first must say what we mean by
isomorphism class of bundle.

Definition 17.3. Let p : E −→ B and p′ : E′ −→ B′ be G-bundles with fiber F. A map
of bundles is a pair of maps f : B −→ B′ and f̂ : E −→ E′ such that p′ ◦ f̂ = f ◦ p.
We further require that, if V ⊆ B and V′ ⊆ B′ are trivializable neighborhoods such that
V ∩ f−1(V′) 6= ∅, then the composition

F× (V ∩ f−1(V′))
ϕ−1

V−−→ p−1(V ∩ f−1(V′))
f̂−→ (p′)−1(V′)

ϕ′V′−−→ F×V′
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is of the form
(x, v) 7→ ( fV,V′(v) · x, f (v))

for some continuous fV,V′ : V ∩ f−1(V′) −→ G.

Note that the definition implies that a map of bundles induces a homeomorphism on
fibers.

Remark 17.4. Consider the case (E′, B′, p′) = (E, B, p) and f = idB, f̂ = idE. Then, given
two overlapping open sets U and V, the required maps fU,V −→ G for a bundle map are
precisely the transition functions.

In the case where f = idB, we refer to an f̃ as a map of bundles over B.

Example 17.5. Let p : E −→ B be a bundle and let f : X −→ B be a map. Then the
natural map f̂ : X×B E −→ E is a bundle map (over f : X −→ B). The fV,V′ are again the
transition functions of E.

Exercise 17.6. Let p : E −→ B and p′ : E′ −→ B′ be G-bundles with fiber F, and let
f : B −→ B′ be a map. Then a bundle map f̂ : E −→ E′ is equivalent to a bundle isomorphism
E −→ f ∗(E′) over B.

18. WED, FEB. 25

Theorem 18.1. Let f0, f1 : X −→ B be homotopic maps, and let p : E −→ B be a G-bundle. If
X is paracompact, then f ∗0 (E) ∼= f ∗1 (E) as bundles over X.

Recall from MA551 that any CW complex, for example, is paracompact Hausdorff.

Proof. We sketch the proof in the case of a compact, Hausdorff base. See [H2, Theorem
1.6] for the paracompact case.

Let h : X × I −→ B be a homotopy from f0 to f1. Then f ∗0 (E) = h∗(E)|X×{0} and
similarly for f ∗1 (E). So without loss of generality we may replace B by X× I, and we wish
to show that the time 0 and time 1 restrictions of a bundle E on X× I are isomorphic.

Using compactness, one can show that there is a finite cover {U1, . . . , Un} of X so that
the restriction of E to each Ui × I is trivial. Let {ϕi}n

i=1 be a partition of unity subordinate
to the cover {Ui}n

i=1. For each 0 ≤ j ≤ n, define Φj = ∑
j
i=1 ϕi. Thus Φ0 = 0 and Φn = 1

on X. For simplicity, we will assume n = 2, since that is enough to see the argument.
Thus we have

Φ0 = 0 ≤ Φ1 = ϕ1 ≤ Φ2 = 1
on X. For each 0 ≤ j ≤ n, we define Xj ⊆ X× I to be the graph of Φj. Thus X0 = X×{0}
and X2 = X × {1}, and each Xj is homeomorphic to X via the projection. Finally, let Ej
be the restriction of E to Xj

∼= X. We claim that E0
∼= E1

∼= E2.
To see that E0

∼= E1, recall that E is trivial on U1 × I. It follows that the trivialization of
E on U1 restricts to trivializations ϕU1 of E0 and E1 on U1. Define αU1 : (E0)|U1

−→ (E1)|U1
to be the composition

(E0)|U1

(ϕU1 )|E0−−−−→ F×U1

(ϕU1 )
−1
|E1−−−−→ (E1)|U1

.
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Now let V1 = X \ supp(ϕ1). Since ϕ1 is supported inside U1, it follows that U1 ∪V1 = X.
Also, we have that (E0)|V1

= (E1)|V1
, since X0∩ (V1× I) = V1×{0} = X1∩ (V1× I). Now

αU1 on (E0)|U1
glues together with id on (E0)|V1

to give an isomorphism E0
∼= E1. �

Corollary 18.2. Any bundle over a contractible space is trivial.

We are headed towards the classification theorem, but first we need some preliminaries.

Proposition 18.3. Let p : E −→ B be a principal G-bundle. Then E admits a free right G-action
such that E/G ∼= B.

Proof. Let y ∈ E and let y ∈ p−1(V), where V is a trivializing neighborhood of B. We
define the G-action on the neighborhood p−1(V) as the composition

p−1(V)× G
ϕV×id−−−→ G×V × G ∼= G× G×V m×id−−−→ G×V

ϕ−1
V−−→ p−1(V).

It remains to check that this is independent of the choice of V. Thus suppose that y ∈
p−1(U ∩ V). We now have two proposed definitions of the G-action on y, and we must
check that they coincide.

G× (U ∩V)× G
∼= // G× G× (U ∩V)

m×id // G× (U ∩V)
ϕ−1

V

&&

p−1(U ∩V)× G

ϕV×id
66

ϕU×id ((

p−1(U ∩V).

G× (U ∩V)× G
∼= //

gU,V×id×id

OO

G× G× (U ∩V)
m×id //

gU,V×id×id

OO

G× (U ∩V)
ϕ−1

U

88
gU,V×id

OO

The triangles commute by the definition of the transition functions gU,V , and the square
on the left clearly commutes. The square on the right commutes because gU,V means left
multiplication by the element gU,V .

We leave as an exercise to show that the action is free and that B is the space of orbits.
�

19. FRI, FEB. 27

Denote by BunG(X, F) the set of isomorphism classes of G-bundles over X with fiber
F. Theorem 18.1 implies that, given a bundle p : E −→ B, pullback of bundles defines a
function

[X, B] −→ BunG(X, F).
f 7→ f ∗(E)

In the case F = G, namely principal bundles, we write PrinG(X) = BunG(X, G).

Theorem 19.1 (Classification theorem). Let G be a topological group and let p : E −→ B be a
principal G-bundle in which E is contractible. Then the pullback construction

[X, B] −→ PrinG(X)

is a bijection if X is paracompact.
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For this reason, such a bundle p : E −→ B is called a universal principal G-bundle.
The heavy lifting in the proof will be done by the following result.

Proposition 19.2. Let p : E −→ B be a principal G-bundle
such that E is contractible. Let K be a regular CW complex
and let L ⊆ K be a subcomplex. Suppose given a bundle
p′ : E′ −→ K and a bundle map α̂ : E′|L −→ E. Then there

is an extension of α̂ to a bundle map β̂ : E′ −→ E.

E′|L
α̂ //

p′

��

��

E

p

��

E′

p′

��

β̂

99

L α //

!!

B

K
β

88

Proof. We assume without loss of generality that K is obtained from L by attaching a single
n-cell. Since K is assumed to be regular, the characteristic map Φ : Dn −→ K for this cell
is a homeomorphism onto its image, en. By Corollary 18.2, the restriction E′|en

is trivial,

and it also follows that the restriction to the boundary Φ(Sn−1) = ∂en of the cell is also
trivial. By assumption, we already have a map of bundles α̂ : E′|∂en −→ E. Define a map

λ : Sn−1 = ∂en −→ E
x 7→ α̂(x, e)

Since E is contractible, and in particular πn−1(E) = 0, we can extend this to a map

λ : en −→ E.

Finally, define a map

Λ : G× Dn −→ E

(g, y) 7→ λ(y) · g

We leave it as an exercise to show that this is a bundle map and that it is an extension of
α̂ : G × Sn−1 −→ E. The main point is that a bundle map is given in the G-coordinate
by left multiplication by some element fU,V , and left multiplication by a fixed element
is equivariant with respect to the right G-action. Now the bundle map β̂ is obtained by
glueing Λ to the given map α̂. �

Proof. We follow the argument of [Ste2], §19. We assume that X is a regular CW complex.
See [D] for a general proof in the paracompact case.

Surjectivity: Let p : E′ −→ X be a principal G-bundle. Using Proposition 19.2, taking
L = ∅ and K = X gives us a map of principle bundles β̂ : E′ −→ E. Recall from
Exercise 17.6 that such a map of bundles corresponds to an isomorphism E′ ∼= β∗E.

Injectivity: Let λ : f ∗0 (E) ∼= f ∗1 (E) be an isomorphism. Consider the setup of Propo-
sition 19.2 in which E′ −→ K is the bundle f ∗0 (E) × I −→ X × I and L = X × {0, 1}.
Then

E′|L = f ∗0 (E)× {0, 1} =
(

f ∗0 (E)× {0}
)
q
(

f ∗0 (E)× {1}
)

.
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We define α̂ : f ∗0 (E)× {0, 1} to be f̂0 at time 0 and the composition f ∗0 (E) α̂−→ f ∗1 (E)
f̂1−→ at

time 1. This is a bundle map, so by Proposition 19.2, we get a map of bundles

(β̂, β) : ( f ∗0 (E)× I), X× I) −→ (E, B).

The map β is the desired homotopy.
�

20. MONDAY, MAR. 2

Proposition 20.1. Suppose that p : E −→ B and p′ : E′ −→ B′ are both universal principal
G-bundles. Then B ' B′.

Proof. The principal bundle p : E −→ B must be classified by some f : B −→ B′. That is,
E ∼= f ∗(E′). Similarly, we have E′ ∼= g∗(E) for some g : B′ −→ B. Now we have

E ∼= f ∗(E′) ∼= f ∗(g∗(E)) = (g f )∗(E).

By the classification theorem, it follows that g f ' idB. A similar argument shows that
f g ' idB′ . �

Example 20.2. We have seen that EG is contractible, so it follows that p : EG −→ BG is a
universal principal G-bundle. For example, RP∞ classifies principal Z/2Z-bundles, and
CP∞ classifies principal circle-bundles. For example, the Hopf bundle S3 −→ S2 ∼= CP1

is classified by the inclusion CP1 ↪→ CP∞.

Example 20.3. According to the classification theorem, principal Z/2Z-bundles over S1

are in bijective correspondence with [S1, BZ/2Z]. Note that this is unbased homotopy
classes of maps. Recall that for any path-connected space, [S1, X] can be identified with
the set of conjugacy classes in π1(X). Since Z/2Z is abelian, we get

[S1, BZ/2Z] ∼= π1(BZ/2Z) ∼= Z/2Z.

Thus there are precisely two principal Z/2Z-bundles over the circle: the trivial one and
the double cover S1 −→ S1.

Example 20.4. We have already seen that Vk(R
n) −→ Grk(R

n) is a principal O(k)-bundle.
We claim that when n = ∞, this is a universal bundle. To see this, note that we have
principal bundles

O(n− 1) −→ O(n) −→ O(n)/O(n− 1) ∼= Sn−1

and
O(n− k) −→ O(n) −→ O(n)/O(n− k) ∼= Vk(R

n).

These both follow from the general fact that given a Lie group G and a closed subgroup
H ≤ G, the quotient map G −→ G/H is a principal H-bundle. The proof is very similar
to the argument we gave in Proposition 9.1.

Using the long exact sequence in homotopy and the fact that Sn−1 is (n− 2)-connected,
we find that πi(O(n− 1)) → πi(O(n)) is an isomorphism for i < n− 2 and a surjection
for i = n− 2. It follows that the composition O(n− k) ↪→ O(n− k + 1) ↪→ . . . ↪→ O(n)
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is an isomorphism for i < n− k− 1 and a surjection for i = n− k− 1. Plugging this into
the long exact sequence

−→ πi(O(n− k)) −→ πi(O(n)) −→ πi(Vk(R
n)) −→ πi−1(O(n− k)) −→ πi−1(O(n)) −→,

we see that Vk(R
n) is (n− k − 1)-connected. It follows that Vk(R

∞) = colimn Vk(R
n) is

weakly-contractible. Since it is CW, this implies it is contractible.

21. WEDNESDAY, MAR. 4

Ok, so we know how to classify principal bundles. What about bundles with fiber F?
Let p : E −→ B be a principal G-bundle

Proposition 21.1. A principal G-bundle is completely determined by its transition functions.

Proof. Let p : E −→ B be a principal G-bundle with transition functions gU,V . Let
U = {U} be a cover of B by trivializing neighborhoods . Define

E′ = ä
U∈U

G×U/∼

where, for g1 ∈ G and x ∈ U ∩ V, we identify the pair (g1, x) ∈ (G × U) with the
pair(gU,V g1, x) ∈ (G × V). The projections G ×U −→ U glue together to define a map
E′ −→ B, and this becomes a principal G-bundle with transition maps given by the gU,V .
Moreover, the maps ϕ−1

U : G×U −→ p−1(U) ⊆ E glue together to define an isomorphism
of bundles E′ ∼= E. �

Now given a principal G-bundle p : E −→ B and a left G-space F, we can again form a
new bundle

E′ = ä
U∈U

F×U/∼

in the same manner. By construction, the fibers are now F instead of G. This is known
as the associated bundle with fiber F to the principal bundle p : E −→ B. Another
description of this principal bundle is

E′ = E×G F,

where the notation E×G F means the quotient of E× F under the relation

(y, v) ∼ (y · g−1, g · v),

using the right G-action on E and the left G-action on F.
The above discussion implies that the associated bundle construction gives a surjection

PrinG(X)� BunG(X, F).

If we further assume that the G-action on F is effective (also known as faithful), meaning
that the only group element satisfying g · v = v for all v ∈ F is g = e, then we get a bijec-
tion. The reason we need this extra hypothesis is that if the action on fibers is not effective,
then the transition functions are not uniquely determined by the local trivializations.
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Corollary 21.2. Let p : E −→ B be a universal principal G-bundle and let X be paracompact. If
G acts effectively on F, then pullback of bundles defines a bijection

[X, B]
∼=−→ BunG(X, F)

f 7→ f ∗(E×G F)

Example 21.3. Consider the Z/2Z-action on I in which the nonidentity element acts as
t 7→ 1− t. Then the Z/2Z bundle with fiber I associated to the double cover 2 : S1 −→ S1

is the Möbius bundle.

Example 21.4. In the case G = O(k) and F = Rk, the k-plane bundle associated to the
principal bundle Vk(R

∞) −→ Grk(R
∞) is the tautological bundle (as an O(k)-bundle). It

follows that the tautological bundle is a universal vector bundle.

Cohomology
We have seen that principal bundles are classified by maps X −→ BG. Suppose now

that G is discrete, so that BG ' K(G, 1).
For any CW complex X and space Y, there is a π1(Y)-action on the set [X, Y]∗ of based

homotopy classes of based maps (see section 4A of [H]). Furthermore, if Y is path-
connected, then there is a bijection [H, Prop 4A.2]

[X, Y] ∼= ([X, Y]∗)/π1(Y).

Considering the case Y = K(G, 1), we get a bijection

[X, K(G, 1)] ∼= ([X, K(G, 1)]∗)/G.

22. FRIDAY, MAR. 6

ANOTHER SNOW DAY. . .
#yagottabekiddingme

23. MONDAY, MAR. 9

Proposition 23.1. Let X be a connected CW complex. Then the assignment
[X, K(G, 1)]∗ −→ Hom(π1(X), G)

f 7→ f∗
is a bijection.

Proof. We give a sketch in the case where X has a single 0-cell. See [H, Prop 1B.9] for a
complete proof.

We start with surjectivity. Thus let ϕ : π1(X) −→ G be a homomorphism. We wish
to show that ϕ = f∗ for some map f : X −→ K(G, 1). Let X1 ⊆ X be the 1-skeleton,
which is necessarily a wedge of circles. Inclusion of this circle S1 ↪→ X1 ↪→ X defines an
element α ∈ π1(X), and we define f on this circle to be any representative of the class
ϕ(α) ∈ G ∼= π1(K(G, 1)).

In order to extend f over the 2-skeleton X2, we need to know that for each 2-cell e2
β, the

restriction of f1 to the boundary of this 2-cell is null homotopic in K(G, 1). Let

γ : S1 ↪→ X1 ↪→ X
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be the restriction of the characteristic map Φβ to the boundary. Then γ is null-homotopic
in X since it extends to a map from a disk. Thus γ = 0 ∈ π1(X), and ϕ(γ) = 0 ∈ G.
It follows that f1 must take this loop in X1 to a contractible loop in K(G, 1), so that f1
extends over the 2-cell e2

β.
Now assume that f has already been extended to the n-skeleton, where n ≥ 2, and let

en+1
δ be an (n + 1)-cell in X. To extend f over this cell, we again need the restriction of

f to the boundary of the cell to be null in K(G, 1). But restriction defines an element of
πn(K(G, 1)) = 0, so the extension exists.

For injectivity, suppose that f∗ = f ′∗. It is easy to see that the restrictions f1 and f ′1 of the
two maps to the 1-skeleton must be homotopic, since again the 1-skeleton is just a wedge
of circles. Now we have a map

h : (X1 × I) ∪ (X× {0, 1}) −→ K(G, 1).

Recall that cells of a product X×Y correspond to products of cells en
α × ek

β of X and Y. We
have yet to define h on cells of X × I of the form en

α × e1, where n ≥ 2. These cells have
dimension n + 1 ≥ 3. So the argument from above applies again here: the restriction of
h to the boundary of such a cell would be an n-cell in K(G, 1), where n ≥ 2, and so is
null-homotopic. �

Combining the proposition with what came before, we have

[X, K(G, 1)] ∼= ([X, K(G, 1)]∗)/G ∼= Hom(π1(X), G)/G

if X is path-connected. The latter quotient here is given by the conjugation action of G on
the hom set. Note that when G is abelian, this conjugation is trivial, and we have

HomGp(π1(X), G) ∼= HomAb(π1(X)ab, G) ∼= HomAb(H1(X), G) ∼= H1(X; G).

The first isomorphism is the universal property of abelianization, the second is Hurewicz,
and the last is the Universal Coefficient Theorem. To sum up, we have shown

Proposition 23.2. Suppose that G is abelian and that X is path-connected. Then there are bijec-
tions

PrinG(X) ∼= Hom(π1(X), G) ∼= H1(X; G).

In fact, the statement is also true in the nonabelian case, but requires defining a version
of nonabelian cohomology.

Example 23.3. In the case G = Z/2Z, recall that principal bundles correspond to real line
bundles, by changing the fiber. Thus real line bundles are classified by H1(−; Z/2Z). The
cohomology class corresponding to a line bundle ζ is denoted w1(ζ) ∈ H1(−; Z/2Z) and
is called the first Stiefel-Whitney class of the bundle. This is the beginning of the subject
of charateristic classes.

24. WEDNESDAY, MAR. 11

We now consider the analogue for K(G, n) with n ≥ 2. Since K(G, n) is (n − 1)-
connected, it follows that Hn−1(K(G, n); Z) ∼= 0. The universal coefficient theorem then
gives

Hn(K(G, n); G) ∼= Hom(Hn(K(G, n); Z), G) ∼= Hom(πn(K(G, n)), G) ∼= Hom(G, G).
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Thus the identity homomorphism id : G −→ G corresponds to an element ιn ∈ Hn(K(G, n); G).

Theorem 24.1. Let X be a connected CW complex. Then the assignment f 7→ f ∗(ιn) defines a
bijection

[X, K(G, n)] ∼= Hn(X; G).

Proof. For the case n = 0, the space K(G, n) is simply G with the discrete topology, and
homotopy classes of maps to G are constant functions, which coincides with H0(X; G).
We already handled the n = 1 case above. We thus now assume n ≥ 2 and that G is
abelian. Recall also as discussed above that since K(G, n) is simply connected (n ≥ 2),
then the natural map

[X, K(G, n)]∗ −→ [X, K(G, n)]
is a bijection, so we work from now on only with based maps.

There are two approaches to this result. The first is very much like the proof of Proposi-
tion 23.1 above. That is, think of α ∈ Hn(X; G) as represented by a cocycle zα : Cn(X) −→ G.
We want to build a map f : X −→ K(G, n) such that the composition

Cn(X)
f∗−→ Cn(K(G, n)) −→ G

is cohomologous to zα. For the purpose of this proof, we may take K(G, n) to be a CW
complex with no cells (other than the basepoint) in dimensions below n. In dimension
n, the cocyle tells you what to do, and you argue that this can be extended over higher-
dimensional cells. The extension to higher cells is part of the story of ”obstruction theory”.

There is a completely different proof from the point of view of generalized cohomol-
ogy theories. Recall that a generalized cohomology theory for based CW complexes is a
contravariant functor

Ẽ∗(−) : CWTop∗ −→ GrAb
from based CW complexes and based maps to graded abelian groups satisfying the fol-
lowing axioms:

(homotopy) if f ' g, then Ẽ( f ) = Ẽ(g)
(additivity) for any wedge sum

∨
i Xi, the inclusions Xi ↪→ ∨

i Xi induce an isomor-
phism

Ẽ∗
(∨

i

Xi

)
∼= ∏

i
Ẽ∗(Xi).

(exactness) for any based subcomplex A ⊆ X, the sequence

Ẽ(X/A) −→ Ẽ(X) −→ Ẽ(A)

is exact.
(suspension) for each n, there is a natural isomorphism

σn : Ẽn(X) ∼= Ẽn+1(ΣX).

If the reduced cohomology theory further satisfies the
(dimension) Ẽ0(S0) ∼= A and Ẽn(S0) = 0 for n 6= 0,

then there is an isomorphism Ẽn(X) ∼= H̃n(X; A).
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We claim that the collection [−, K(G, n)]∗, as n varies, defines a reduced cohomol-
ogy theory. Since each K(G, n) can be built as a topological abelian group, each set
[X, K(G, n)]∗ inherits the structure of an abelian group. The functoriality is just given
by composition: namely, given a “cohomology class” α : Y −→ K(G, n) and a map
f : X −→ Y, we get a class f ∗(α) = α ◦ f : X −→ K(G, n). Since we are working with ho-
motopy classes of maps, the homotopy axiom holds. The additivity axiom follows easily
from the universal property of the wedge.

25. FRIDAY, MAR. 13

For the exactness axiom, consider the mapping cone X∪A C(A). The subcomplex C(A)
is contractible, so the quotient

X ∪A C(A) −→
(

X ∪A C(A)
)

/C(A) ∼= X/A

is a homotopy equivalence. But now, for any space Y, the sequence

[X ∪A C(A), Y]∗ −→ [X, Y]∗ −→ [A, Y]∗
is exact since a map out of X which is null when restricted to A is precisely the same as a
map out of the mapping cone. For the suspension axiom, recall that for any based spaces
X and Y, we have an adjunction

[ΣX, Y]∗ ∼= [X, ΩY]∗,

where ΩY is the space of based loops in Y. Taking X = Sn shows that πn+1(Y) ∼= πn(ΩY),
so that ΩK(G, n + 1) is a K(G, n). Finally, the desired suspension isomorphism is

[X, K(G, n)]∗ ∼= [X, ΩK(G, n + 1)]∗ ∼= [ΣX, K(G, n + 1)]∗.

We have shown that the collection of functors [−, K(G, n)] determine a reduced cohomol-
ogy theory. The dimension axiom is quickly verified:

[S0, K(G, n)]∗ ∼= π0(K(G, n)) ∼=
{

G n = 0
0 else.

We conclude that [X, K(G, n)] ∼= H̃n(X; G). �

26. MONDAY, MAR. 23

Remark 26.1. There is an analogue of Theorem 24.1 for homology as well. It states that

H̃n(X; A) ∼= colim
k

πn+k(X ∧ K(A, k)).

Example 26.2. The space CP∞ is a K(Z, 2) and classifies principal S1-bundles. By change-
of-fiber, this also classifies complex line bundles. Thus complex line bundles are classified
by H2(−; Z). The cohomology class corresponding to a complex line bundle ξ is denoted
c1(ξ) and is called the first Chern class of ξ.

The theorem implies that principal K(G, n)-bundles over X are classified by Hn+1(X; G).
But the types of bundles that are studied most often are vector bundles, or, equivalently,
O(n)-bundles (or U(n)-bundles in the complex case). We have O(1) = Z/2Z, and we
have already seen that (real) line bundles are classified by maps into RP∞ and also by the
cohomology group H1(X; Z/2Z).
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For O(k)-bundles, we have seen in Example 20.4 that Grk(R
∞) is a model for BO(k). In

order to produce cohomology classes from bundles, we need a calculation of H∗(BO(k)).
Consider the inclusion of the diagonal orthogonal matrices O(1)k ↪→ O(k). Apply-

ing our classifying space functor, we get a map of spaces BO(1)k −→ BO(k). Since
O(1) ∼= Z/2Z, this is a map

λ : (RP∞)k −→ BO(k).
Passing to cohomology with F2-coefficients for convenience, we get a map

H∗(BO(k); F2) −→ H∗((RP∞)k; F2) ∼= ⊗kH∗(RP∞; F2) = F2[x1, . . . , xk],

where the xi are polynomial generators in degree 1. Furthermore, the group of diagonal
matrices O(1)k is closed under conjugation by permutation matrices (reordering the basis
elements). This action extends to an action on cohomology, which simply permutes the
generators xi. There is a corresponding action on H∗(BO(k); F2).

Lemma 26.3. Let g ∈ G and let cg : G −→ G be the conjugation homomorphism. Then
Bcg ' idBG.

Sketch. The functions

hi(g1, . . . , gn) = [g1, . . . , gi, g−1, cg(gi+1), . . . , cg(gn)]

define a simplicial homotopy on the bar construction. �
It follows that the induced action of the symmetric group Σk on H∗(BO(k); F2) is trivial,

so that λ∗ must take values in the Σk-fixed subring F2[x1, . . . , xk]
Σk .

Theorem 26.4. The invariant subring F2[x1, . . . , xk]
Σk is a polynomial algebra on the elementary

symmetric functions
σi(x1, . . . , xk) = ∑

1≤j1<···<ji≤n
xj1 · · · xji .

This is a standard (and important) result covered in many algebra textbooks. Let us
abbreviate wi = σi(x1, . . . , xk). We have now produced an algebra map

H∗(BO(k); F2) −→ F2[w1, . . . , wk].

In fact, this is an isomorphism.

27. WED, MAR. 25

We will now study this cohomology ring from another perspective. Recall that we have
a principal O(k)-bundle

O(k) −→ Vk(R
∞) −→ Grk(R

∞) ' BO(k),

with Vk(R
∞) ' ∗. Spectral sequences will give us a method for relating the cohomology

groups of a fiber space, total space, and base space in a bundle.
A simple case is the case of a covering space F −→ E −→ B. Here, F is discrete and

therefore only has cohomology in degree 0. Recall that if p : E −→ B is an n-sheeted
covering (so F has n points), there is a transfer homomorphism p! : Hi(E) −→ Hi(B)
such that the composition

Hi(B)
p∗−→ Hi(E)

p!−→ Hi(B)



30 BERTRAND GUILLOU

is multiplication by n. The transfer is most easily defined using singular cohomology. We
define a map p# : Ci(B) −→ Ci(E) as follows: given a singular n-chain f : ∆i −→ B,
we have n different lifts f̃ j : ∆i −→ E, for j = 1, . . . , n, one lift for each of the n lifts of
the initial vertex of ∆i. Then p#( f ) = ∑j f̃ j. Dualizing gives a map p# : Ci(E) −→ Ci(B)
which descends to give the transfer map in cohomology. Since each f̃ j is a lift of f , it
follows that p ◦ f̃ j = f , so that the composition

Ci(B)
p#

−→ Ci(E)
p∗−→ Ci(B)

is f 7→ n · f . It then follows that p! ◦ p∗ = n · id in Hi(B).

Example 27.1. Consider the universal cover EG −→ BG, where G is a finite group. Let
n = |G|. Then this is an n-sheeted cover. By the above, we have that the composition

Hi(BG)
p∗−→ Hi(EG)

p!−→ Hi(BG)

is multiplication by n. But EG ' ∗, so Hi(EG) = 0 if i > 0. It follows that all higher
cohomology groups of BG are n-torsion. Examples of this are

Hi(BC2; Z) ∼=
{

Z/2Z i even
0 i odd,

or more generally

Hi(BCn; Z) ∼=
{

Z/nZ i even
0 i odd.

Corollary 27.2. Let G be a finite group and let k be a field of characteristic 0 or p, where p does
not divide |G|. Then Hi(BG; k) = 0 for i > 0.

Proof. Consider the covering EG −→ BG. We know that the composition

Hi(BG; k)
p∗−→ Hi(EG; k)

p!−→ H∗(BG; k)

is multiplication by |G|. By hypothesis, |G| 6= 0 in k, so the composition is an isomor-
phism. On the other hand, Hi(EG; k) = 0, so the result follows. �

Spectral Sequences
A short introduction to spectral sequences is given in [C]. Other nice sources are [BT],

[H3], and [McC].
One typical situation in which a spectral sequence arises is the computation of the ho-

mology of a chain complex which is equipped with a filtration. Let

. . . Cn
d−→ Cn−1

d−→ Cn−2
d−→ . . . d−→ C0

be a chain complex, and let F0 ⊆ F1 ⊆ F2 ⊆ · · · ⊆ C∗ be an increasing sequences of
subcomplexes. It follows that each quotient Fi/Fi−1 inherits a differential from Fi and
is therefore a complex. This quotient, called the associated graded, is often denoted
gri

F(C∗). The hope or goal is to somehow
Goal: Recover the groups Hi(C∗) from the simpler groups Hj(grk C∗).
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Let’s start by thinking about a 1-step filtration F0 ⊆ F1 = C∗. In this case we only have

gr0(C∗) = F0, and gr1(C∗) = C∗/F0.

The short exact sequence

0 −→ F0C∗ −→ C∗ −→ C∗/F0C∗ −→ 0

gives rise to a long exact sequence

. . . −→ Hi(F0) −→ Hi(C∗) −→ Hi(C∗/F0)
∂−→ Hi−1(F0) −→ . . .

Thus, if we can understand the homology of the associated graded pieces and the connect-
ing homomorphism between them, we can perhaps recover the homology of the original
complex C∗.

28. FRI, MAR. 27

We finished last time by talking about the homology of a complex equipped with a 1-
step filtration. Let us describe this in a slightly different way that will generalize to the
spectral sequence context.

If we define

E0
p,q := FpCp+q/Fp−1Cp+q,

then the differential on the associated graded complex takes the form

d0 : E0
p,q −→ E0

p,q−1.

The index p is called the filtration degree, and q is the complementary degree. The usual
degree is p + q, referred to here as the total degree.

We can take homology of the complex (E0
∗,∗, d0), which we write as E1

∗,∗. That is, E1
p,q

will be the homology at Ep,q
0 . Typically, E1

∗,∗will not capture the homology groups H∗(C∗),
and there will be a further differential

d1 : E1
p,q −→ E1

p−1,q.

We can again take homology to define groups E2
p,q. In general, we continue in this way,

producing groups En
p,q (said to be in the nth page of the spectral sequence) and differen-

tials

dn : En
p,q −→ En

p−n,q+n−1.

For any particular pair (p, q), these groups will stabilize, and we write E∞
p,q for this stable

value.
Consider the case of a one-step filtration F0 ⊆ F1 = C∗. Then E0 is concentrated in two

columns, with

E0
0,q = F0Cq, E0

1,q = C1+q/F0C1+q.



32 BERTRAND GUILLOU

E0 :

F0C0

F0C1

F0C2

F0C3

F1C1
F0C1

F1C2
F0C2

F1C3
F0C3

F1C4
F0C4

0

0

0

0

0

0

0

0

E1 :

E1
0,0

E1
0,1

E1
0,2

E1
0,3

E1
1,0

E1
1,1

E1
1,2

E1
1,3

0

0

0

0

0

0

0

0

The d1-differential is just the boundary homomorphism in the long exact sequence asso-
ciated to the short exact sequence

0 −→ F0C∗ −→ C∗ −→ C∗/F0C∗ −→ 0.

In the case of a one-step filtration, the spectral sequence contains the same information as
this long exact sequence. If we were to continue the spectral sequence, at the E2-stage, the
d2-differentials would move two steps to the left and one step up, so there would simply
be no room to have a nontrivial differential. The same is true in all later stages, so we say
that the spectral sequence collapses or degenerates at E2, and we write E2 = E∞. The
goal of the computation was H∗(C∗), and (assuming we are working over a field) we recover
this via

Hn(C∗) ∼= E2
0,n ⊕ E2

1,n−1.

Again, this is the same decomposition we would get from the long exact sequence

−→ Hn(F0C∗) −→ Hn(C∗) −→ Hn(C∗/F0C∗) −→

To see how the general story goes, let’s consider next a two-step filtration F0 ⊆ F1 ⊆ F2.
Again, the goal is to recover H∗(C∗) from the homology of the associated graded pieces.
We define E1

p,q as before, and d1 is as defined in the diagram

Hn(F1/F0)

d1
��

Hn−1(F0)

ι∗
��

Hn(C∗) // Hn(C∗/F1C∗)
∂ //

d1 ((

Hn−1(F1)

��

Hn−1(F1/F0)

d1
��

Hn−2(F0)

In order to define d2 : E2
2,n −→ E2

0,n+1, consider x ∈ E1
2,n such that d1(x) = 0 ∈ Hn+1(F1/F0).

By exactness of the column on the right, this means that ∂(x) = ι∗(z) for some z ∈
Hn+1(F0). This z is only well-defined up to the image of d1 : Hn(F1/F0) −→ Hn−1(F0).
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Thus we have defined

(ker d1 : E1
2,n −→ E1

1,n)
d2
// E1

0,n+1/d1(E1
1,n+1)

E2
2,n E2

0,n+1

Here, the picture is

E0 :

F0C0

F0C1

F0C2

F0C3

F1C1
F0C1

F1C2
F0C2

F1C3
F0C3

F1C4
F0C4

F2C1
F1C1

F2C2
F1C2

F2C3
F1C3

F2C4
F1C4

0

0

0

0

E1 :

E1
0,0

E1
0,1

E1
0,2

E1
0,3

E1
1,0

E1
1,1

E1
1,2

E1
1,3

E1
2,0

E1
2,1

E1
2,2

E1
2,3

0

0

0

0

E2 :

E2
0,0

E2
0,1

E2
0,2

E2
0,3

E2
1,0

E2
1,1

E2
1,2

E2
1,3

E2
2,0

E2
2,1

E2
2,2

E2
2,3

0

0

0

0

This idea generalizes to define the higher differentials.

29. MON, MAR. 30

Again, if the groups Er
p,q stabilize (this will always happen for a finite filtration), then

we write E∞
p,q for these stable values. This is the final output of the spectral sequence. To

relate this to our goal of computing H∗(C∗), note that we can define a filtration on H∗(C∗)
by defining FpH∗(C∗) to be the image of the map H∗(FpC∗) −→ H∗(C∗). Then typically
we will have

E∞
p,q
∼= FpHp+q(C∗)/Fp−1Hp+q(C∗).

Thus we recover some associated-graded version of the homology groups we were after.
If we are working throughout with coefficients in a field, so that all homology groups are
vector spaces, then we get the homology vector spaces by taking the direct sum of the
graded pieces. But in general, this is a nontrivial problem.

Example 29.1. Consider the chain complex defined by

C0 = Z{x00}, C1 = Z{x10, x01}, C2 = Z{x20, x11, x02},

C3 = Z{x21, x12}, C4 = Z{x22}
and differentials as specified in

C4

(
2
2

)
−−→ C3

0 0
2 −2
0 0


−−−−−→ C2

(
2 0 0
0 0 2

)
−−−−−−→ C1

0−→ C0.

This is the cellular chain complex for RP2 ×RP2. We introduce a filtration by the first
subscript. Thus F0 only contains the span of {x00, x01, x02}. Next, F1 further includes the
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generators x10, x11, and x12. Finally, F2 = C∗. This is a two-step filtration.

E0 :

x00

x01

x02

0

x10

x11

x12

0

x20

x21

x22

0

0

0

0

0

2 −2 2 E1 :

x00

x01
2

0

0

x10

x11
2

0

0

x20

x21
2

0

0

0

0

0

0

2

2
E2 :

x00

x01
2

0

0

x10
2

x11
2

0

0

0

x21
2

0

0

0

0

0

0

Here every square that is filled in orange gives a copy of Z/2Z. On the E2-page, there is
no room for d2-differentials or any higher differentials. It follows that E2 = E∞. We read
off

H0(C∗) ∼= Z, H2(C∗) ∼= Z/2Z, H3(C∗) ∼= Z/2Z.
For H1(C∗), there are two pieces that contribute, E2

1,0 and E2
0,1, and we get a short exact

sequence
0 −→ E2

0,1 −→ H1(C∗) −→ E2
1,0 −→ 0.

In this case, it turns out that the short exact sequence splits (though we don’t see this au-
tomatically from the spectral sequence), so that H1(C∗) ∼= Z/2Z⊕Z/2Z. These are the
nonzero homology groups of RP2 ×RP2, as can be verified from the Kunneth formula.
The fact that there was no d2 differential in this example corresponds to the fact that there
was no differential on any class in C∗ that lowered filtration by 2.

The issue we had with H1(C∗) in this example comes up often in spectral sequences,
and is what is called an “extension problem”. If we work with field coefficients, these
problems go away, since every short exact sequence of vector spaces automatically splits.

30. WED, APR. 1

There is another approach to spectral sequences, using what is known as an exact cou-
ple. This is a pair of abelian groups D and E, together with homomorphisms making the
diagram

D i // D

j��
E

k

__

exact at each vertex. Then the composite E k−→ D
j−→ E defines a differential on E, since

the composition

E k−→ D
j−→ E k−→ D

j−→
is zero. Define E′ = H∗(E, jk) and define D′ = i(D) = ker(j). Then define

i′ : D′ −→ D′, j′ : D′ −→ E′, k′ : E′ −→ D′

as follows. The homomorphism i′ is simply the restriction of i to D′ = i(D).
Next, j′ is defined by the formula j′(i(x)) = j(x). To see that this is well defined,

suppose that i(w) = 0. We wish to see that j(w) = 0 in E′. By exactness, we know that
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w = k(z) for some z ∈ E. So now j(w) = jk(z), which is a boundary under the differential
jk on E.

Finally, for a cycle z ∈ E representing a homology class, we define k′([z]) = k(z). Since
z is a cycle, this means that jk(z) = 0. By exactness, this means that k(z) = i(w) for some
w ∈ D. In other words, k(z) is an element of D′. To see that k′ is well-defined, assume
that z is a boundary, so that z = jk(y) for some y ∈ E. Then k′(z) = k(z) = k(jk(y)) = 0.
We conclude that k′ is well-defined.

Lemma 30.1. The 5-tuple (D′, E′, i′, j′, k′) again defines an exact couple.

This is called the derived couple associated to the exact couple (D, E).
Typically, the groups D and E will be bigraded. Suppose that the bidegrees of the maps

i, j, and k are given by

|i| = (1,−1), |j| = (0, 0), |k| = (−1, 0).

Proposition 30.2. Let (D, E, i, j, k) be as described above. Then successively taking the derived
couple yields a spectral sequence, with

Er
p,q = E(r−1)

p,q , the (r− 1)-fold derived group.

The differential dr is the composition j(r−1)k(r−1).

One important early application of this idea is the Serre spectral sequence. For a CW
complex B, we write Bp for the p-skeleton.

Proposition 30.3 (Serre spectral sequence). Let E
p−→ B be a (Serre) fibration. Then there is a

spectral sequence

E1
s,t = Hs+t(p−1(Bs), p−1(Bs−1); A)⇒ Hs+t(E; A).

The notation means that the spectral sequence converges to the homology groups of
E. Again, this means that the E∞ terms are the associated-graded for some filtration on
H∗(E; A).

As stated thus far, this is not so useful. What we typically want for a spectral sequence
is a well-understood E2-term.

Theorem 30.4 (Serre spectral sequence). Let F → E
p−→ B be a (Serre) fibration (see p. 18). If

B is simply-connected, then in the Serre spectral sequence there is an isomorphism

E2
s,t
∼= Hs(B; Ht(F; A)).

Before we discuss the proof, we look at some examples.

Example 30.5. Suppose we have a fiber sequence Sn −→ Sk −→ Sj, with j ≥ 2. What
can we conclude about the numbers n, k, and j? We think of a fibration as some sort of
twisted product, so we at least expect k = n + j. From the Serre spectral sequence, we
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know the E2-term is

E2 :

1

0

xn

0

0

0

0

0

0

0

0

0

yj

0

xn ⊗ yj

0

The class xn⊗ yj cannot support any differentials (we call such a class a permanent cycle),
and it also cannot be the target of any differentials. It follows that this must contribute to
the top degree homology of the total space Sk, so k = n+ j. We know that we cannot have
homology in intermediate degrees, so the classes xn and yj cannot survive the spectral
sequence. The only way this can happen is if dj(yj) = ±xn, which would force n = j− 1.
So we conclude that the only possible such fiber sequences take the form

Sj−1 −→ S2j−1 −→ Sj.

The Hopf fibration η gives an example when j = 2, and there are analogous Hopf fibra-
tions ν and σ when j = 4 and j = 8.

31. FRI, APR. 3

We now sketch the proofs of the results announced last time regarding the Serre spectral
sequence, mostly following [H3].

Proof of Proposition 30.3. To simplify notation, we write Ys := p−1(Bs). We form an exact
couple, taking

Ds,t = Hs+t(Ys; A) and Es,t = Hs+t(Ys, Ys−1; A).

The map

Es,t = Hs+t(Ys, Ys−1; A)
k−→ Hs+t−1(Ys−1; A) = Ds−1,t

is the connecting homomorphism. The map

Ds,t = Hs+t(Ys; A)
i−→ Hs+t(Ys+1; A) = Ds+1,t−1

is induced by the inclusion Ys −→ Ys+1. Similarly, the map

Ds,t = Hs+t(Ys; A)
j−→ Hs+t(Ys, Ys−1; A) = Ds+1,t−1

is the map in the long exact sequence for the pair (Ys, Ys−1).
It remains to show that E∞

s,t is isomorphic to FsHs+t(E; A)/Fs−1Hs+t(E; A) for some
filtration on Hs+t(E; A). We define the filtration by

FsHs+t(E; A) := im
(

Hs+t(Ys; A) −→ Hs+t(E; A)
)

.

Recall that by definition, Dr
s,t is the image of

ir−1 : Hs+t(Ys−r+1; A) −→ Hs+t(Ys; A) = D1
s,t.
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Thus, for r large enough and s and t fixed, these groups are 0. Consider the exact sequence

Dr
s+r−2,t−r+2

ir−→ Dr
s+r−1,t−r+1

jr−→ Er
s+t

kr−→ Dr
s−1,t.

For s and t fixed and r large enough, we know that the group on the right is 0. Thus
Er

s+t is a quotient of Dr
s+r−1,t−r+1. But this latter group is the image of Hs+t(Ys; A) in

Hs+t(Ys+r−1; A). We claim that for r large enough, we have

Hs+t(Ys+r−1; A) ∼= Hs+t(Y∞; A) = Hs+t(E; A).

We have shown that Er
s,t, for r large enough, is the associated graded in the desired filtra-

tion on Hs+t(E; A). To verify the claim, note that Bs+r−1 ↪→ B induces an isomorphism
in homotopy below level s + r− 1 and a surjection at level s + r− 1. By a problem from
HW4, it follows that the same is true of Ys+r−1 ↪→ Y∞ = E. By a relative version of the
Hurewicz theorem, it follows that the induced map on homology is also an isomorphism
below level s + r− 1. Taking r > t + 1 gives the claim. �

Sketch of Theorem 30.4. We will identity the E2-term with the cellular homology of B, with
coefficients in the homology of F. Recall that the cellular chains may be defined as

Cs(B; A) := Hs(Bs, Bs−1; Z)⊗ A,

where the relative homology group is defined using singular homology. The differential
is induced by

Hs(Bs, Bs−1; Z)
∂ // Hs−1(Bs−1; Z) // Hs−1(Bs−1, Bs−2; Z).

To prove the theorem, it suffices to produce isomorphisms

Hs+t(Ys, Ys−1; A)
d1

//

Λs,t
��

Hs+t−1(Ys−1, Ys−2; A)

Λs−1,t
��

Hs(Bs, Bs−1; Z)⊗Ht(F; A)
∂cell

// Hs−1(Bs−1, Bs−2; Z)⊗Ht(F; A)

making the square commute. Recall that the group Hs(Bs, Bs−1; Z) of cellular s-chains on
B is a free abelian group on the set of s-cells of B. Thus the bottom row of the square could
also be written ⊕

α∈Cells(B)

Ht(F; A)
∂cell

//
⊕

β∈Cells−1(B)

Ht(F; A) .

For each s-cell es
α in B, we have a characteristic map Φα : Ds −→ Bs, and by a homework

problem, we may pull back the fibration p along Φα to obtain a fibration

D̃s
α = Φ−1

α (p)

p̃
��

Φ̃α // Ys

p
��

Ds
Φα

// Bs.
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By an excision argument, the map of pairs

ä
α

(D̃s
α, S̃s−1

α ) −→ (Ys, Ys−1)

induces an isomorphism⊕
α

Hs+t(D̃s
α, S̃s−1

α ; A)
∼=−→ Hs+t(Ys, Ys−1; A).

Next, if Fα ⊆ D̃s
α denotes p̃−1(e1) and D̃s−1

α,+ denotes the preimage p̃−1(Ds
+) of a hemi-

sphere, there is a chain of isomorphisms

Hs+t(D̃s
α, S̃s−1

α ; A) ∼= Hs+t−1(D̃s−1
α,+ , S̃s−2

α ; A) ∼= . . . ∼= Ht(Fα; A).

Now recall from the homework that a choice of path γΦα(e1)  b0 yields a homotopy
equivalence Fα ' F. Different choices of paths may yield different choices of equiva-
lences, but since B is assumed to be simply-connected, any two paths are homotopic, and
those any two equivalences are homotopic. It follows that we get a well-defined isomor-
phism Ht(Fα; A) ∼= Ht(F; A). Putting all of this together gives

Λs,t : Hs+t(Ys, Ys−1; A) ∼=
⊕

α

Hs+t(D̃s
α, S̃s−1

α ; A) ∼=
⊕

α

Ht(Fα; A) ∼=
⊕

α

Ht(F; A)

∼= Hs(Bs, Bs−1; Z)⊗Ht(F; A).

To see that d1 agrees with the cellular differential, recall that d1 is defined to be the com-
position

Hs+t(Ys, Ys−1; A)
∂−→ Hs+t−1(Ys−1; A) −→ Hs+t−1(Ys−1, Ys−2; A),

which is the same formula we wrote down for the cellular differential above. �

Remark 31.1. The condition that B is simply-connected is stronger than what is needed.
Glancing back at the sketch given above, this assumption was only used to obtain a well-
defined isomorphism Ht(Fα; A) ∼= Ht(F; A). For any path-connected B, a loop (at the
basepoint) in B gives rise to a self-homotopy equivalence F ' F and thus an automor-
phism Ht(F; A) ∼= Ht(F; A). In other words, we have an action of π1(B) on the homology
groups of the fiber. What we need to make the above argument work is that this action of
π1(B) on the homology groups Ht(F; A) is trivial.

32. MONDAY, APR. 6

We have given the homological version of the Serre spectral sequence, but there is an
analogous spectral sequence in cohomology. In a cohomological spectral sequence, we
write Ep,q

r , and the differentials take the form

dr : Ep,q
r −→ Ep+r,q−r+1

r .

The cohomological Serre spectral sequence has the form

Es,t
2
∼= Hs(B; Ht(F; A))⇒ Hs+t(E; A).
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What’s more, if we take coefficients in a commutative ring R, so that we have cup prod-
ucts, then this turns out to be a spectral sequence of algebras. That is, each page E∗,∗r has
a (bigraded) algebra structure, and each differential dr satisfies the Leibniz rule

dr(x · y) = dr(x) · y + (−1)|x|x · dr(y).

Remark 32.1. Keeping track of signs in homological algebra can be a nasty business, but
there is a principle that tends to work well:

Koszul sign rule: Whenever you permute an element a past an element x,
you should introduce the sign (−1)|a||x|.

For example, in the above Leibniz rule, in the second term we have moved the dr, which
is a degree 1 map, past the element x. We therefore decorate that term with the sign
(−1)1·|x| = (−1)|x|.

Example 32.2. To see how the machine works, we apply this to the fiber sequence

S1 −→ S∞ −→ CP∞.

In this example, we will deduce the cohomology (ring) of CP∞ from scratch. We know
that CP∞ is simply-connected, so we know the E2 of the cohomology spectral sequence
is

Es,t
2
∼= Hs(CP∞; Ht(S1; Z)) ∼=

{
Hs(CP∞; Z) t = 0, 1
0 otherwise.

We know the spectral sequence converges to H∗(S∞; Z), which is concentrated in degree
0. Note that we must have

H1(CPn; Z) ∼= E1,0
2 = 0

since E1,0
2 = E1,0

∞ for degree reasons. Next, we know that

H1(S∞; Z) ∼= H2(S∞; Z) ∼= 0,

so the differential
d2 : Z ∼= E0,1

2 −→ E2,0
2

must be an isomorphism. Let y be a generator of E0,1
2
∼= H1(S1; Z) and let x be the

corresponding generator for H2(CPn; Z) ∼= E2,0
2 . The class x⊗ y generates E2,1

2 , and again
the differential d2 : E2,1

2 −→ E4,0
2 must be an isomorphism. On the other hand, the Leibniz

rule gives
d2(xy) = d2(x)y + xd2(y) = 0 + x2 = x2.

Since d2 is an isomorphism, we conclude that x2 is a generator for E4,0
2
∼= H4(CP∞; Z).

We can continue in this way and find that xn is a generator for H2n(CP∞; Z). The E2-page
is given by

E2 :

· · ·

· · ·

· · ·

1

y

0

0

0

0

x

xy

0

0

0

0

x2

x2y

0

0

0

0

x3

x3y

0
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We conclude that

H∗(CP∞; Z) ∼= Z[x], deg(x) = 2.

A similar analysis shows that

H∗(CPn; Z) ∼= Z[x]/xn+1, deg(x) = 2.

Again, CP∞ is a classifying space for complex line bundles, and knowledge of its coho-
mology gives us understanding of characteristic classes (here, the first Chern class). We
would like to do the same for classifying spaces BU(n) for complex n-plane bundles and
BO(n) for real n-plane bundles. We start with the complex case.

The strategy is to consider the fibration (bundle) G −→ EG −→ BG. Since EG ' ∗,
the Serre spectral sequence relates the cohomology of BG to the cohomology of G. So our
first step is to calculate H∗(U(n); Z).

Proposition 32.3. H∗(U(n); Z) ∼= E(x1, x3, x5, . . . , x2n−1) for n ≥ 2, where deg(xj) = j.

In the statement of the proposition, E(x1, x3, x5, . . . , x2n−1) means the exterior algebra
generated by the classes x1, x3, x5, . . . , x2n−1. By definition, this is the quotient of the poly-
nomial algebra on these classes by the ideal (x2

1, x2
3, x2

5, . . . , x2
2n−1).

33. WED, APR. 8

Proof. We prove this by induction. In the base case n = 1, recall that U(1) ∼= S1, so that
the cohomology ring is exterior on the class x1. Now assume by induction that we know

H∗(U(n− 1); Z) ∼= E(x1, x3, . . . , x2n−3).

Much like in the (real) orthogonal case, we have a transitive action of U(n) on S2n−1 with
stabilizer U(n− 1) ⊆ U(n). It follows that we have a fibration sequence

U(n− 1) −→ U(n) −→ S2n−1.

Since S2n−1 is simply-connected, we have a Serre spectral sequence

E∗,∗2 = H∗(S2n−1; H∗(U(n− 1); Z))⇒ H∗(U(n); Z).

This spectral sequence is concentrated in two columns: s = 0 and s = 2n− 1. It follows
that the only possible differential is a d2n−1. But this differential lowers t by 2n − 2, so
d2n−1 must vanish on the generators x1, x3, . . . , x2n−3 of the cohomology of U(n − 1).
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Since it vanishes on multiplicative generators, it must vanish on all classes.

E2n−1 :

1

x1

x3

x1x3

x5

x1x5

x7

x3x5

x1x7

· · · 0 · · ·

y2n−1

We conclude that E2 = E2n−1 = E∞, so that

H∗(U(n); Z) ∼= E(x1, x3, x5, . . . , x2n−3)[y2n−1]/y2
2n−1

∼= E(x1, x3, x5, . . . , x2n−1).

�

Proposition 33.1. Let n ≥ 1. Then H∗(BU(n); Z) ∼= Z[z2, z4, . . . , z2n], where deg(zi) = i.

Proof. We have a fiber sequence U(n) −→ EU(n) −→ BU(n). In order to apply the Serre
spectral sequence, we need to know π1(BU(n)). By the long exact sequence in homotopy,
π1(BU(n)) ∼= π0(U(n)). By Prop 32.3, we know that U(n) is path-connected, so that
BU(n) is simply-connected. Let us consider the case n = 2. Then

H∗(U(2); Z) ∼= E(x1, x3).

Since EU(n) ' ∗, the class x1 ∈ E0,1
2 cannot survive the spectral sequence, and the only

possibility is that d2(x1) 6= 0. Define z2 := d2(x1). Then the class x1z2 cannot be hit by
any differential, so we conclude that d2(x1z2) = z2

2 must be nonzero.

Note that H3(BU(2); Z) = 0 since no classes in E0,3
2 can be hit by a differential (even

on a later page). Now x3 cannot survive the spectral sequence, and the only possibility is
that d4(x3) = z4 for some z4 ∈ H4(BU(2); Z). Again, d4(z4x3) = z2

4 and this is the only
nontrivial differential that could involve the class z4x3, so that we conclude z2

4 6= 0.
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E2 :

1

x1

x3

x1x3

z2

z2x1

z2x3

z2x1x3

z2
2 z4

z2
2x1

z4x1

z2
2x3
z4x3

z2
2x1x3

z4x1x3

z3
2

z2z4

z3
2x1

z2z4x1

z3
2x3

z2z4x3

z3
2x1x3

z2z4x1x3

E4 :

1

x3

z4

z4x3

z2
4

z2
4x3

We have shown that H∗(BU(2); Z) ∼= Z[z1, z2].

34. FRI, APR. 10

Recall that last time we were in the midst of the computation of H∗(BU(n); Z). We
gave the argument for n = 2 (the n = 1 case, where BU(1) = CP∞ having been handled
previously).

The strategy for general n is essentially the same. We have a Serre spectral sequence
with

Es,t
2
∼= Hs(BU(n); Ht(U(n); Z))⇒ Hs+t(EU(n); Z) ∼=

{
Z s, t = 0
0 else,

where H∗(U(n); Z) is the exterior algebra E(x1, x3, . . . , x2n−1).
The argument begins as in the n = 2 case: there is a polynomial generator z2 ∈ E2,0

2 and
a differential d2(x1) = z2.

Idea: Each exterior generator xi, is a dr-cycle for 2 ≤ r ≤ i, and
zi+1 := di+1(xi) is a (nonzero) polynomial generator for the coho-
mology of H∗(BU(n); Z).

By the way, any element x ∈ E0,t
2 satisfying dr(x) = 0 for 2 ≤ r ≤ t and dt+1(x) 6=

0 ∈ Et+1,0
t+1 is called a transgressive element, and the differential dt+1 : E0,t

t+1 −→ Et+1,0
t+1 is

referred to as the transgression and is sometimes denoted τ.
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1

x1

x3

x5

z2 z4 z6

τ = d2

τ = d4

τ = d6

Unfortunately, we do not know that all of the xi’s are transgressive as desired. The first
ambiguous case is x9, where there is a potential differential

d2(x9)
?
= z2x3x5.

We know that we do have the differential d2(x1x3x5) = z2x3x5, so if x9 does support this
d2, then the class x′9 := x9 + x1x3x5 is a d2-cycle. Moreover,

(x′9)
2 = (x9 + x1x3x5)(x9 + x1x3x5) = x2

9 + x9x1x3x5 + x1x3x5x9 + x1x3x5x1x3x5

= x2
9 − x1x3x5x9 + x1x3x5x9 − x2

1x2
3x2

5 = 0,

where we have used the facts that (1) each xi squares to zero and (2) that xixj = −xjxi
if i 6= j and i and j are both odd. The effect is that we can replace the exterior algebra
generator x9 by the transgressive exterior algebra generator x′9. It is a theorem from the
much-celebrated thesis of Borel [Bo] that this can always be done if the cohomology of
the fiber is exterior on odd-dimensional classes and the total space is contractible. In this
way, the τ(xi), after possibly replacing some xi’s if necessary, give polynomial generators
for H∗(BU(n); Z) as desired. �

Again, one reason to care about this computation is that it gives rise to characteristic
classes for complex vector bundles.

Definition 34.1. Let p : E −→ B be an n-dimensional complex vector bundle. As we have
discussed, this is classified by a homotopy class of maps fp : B −→ BU(n). Define the ith
Chern class of the bundle p to be

ci(p) := f ∗p (z2i) ∈ H2i(B; Z).

These are characteristic classes for complex vector bundles, and the Chern classes are
the principle tools used to study complex bundles.

35. MONDAY, APR. 13

There is an analogous story for real vector bundles, coming from the cohomlogy of
BO(n). This cohomology ring has 2-torsion (this should not be surprising, given that
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SO(3) ∼= RP3), and it is standard to consider cohomology with F2-coefficients. Again,
the strategy will be to use the Serre spectral sequence arising from the fibration

O(n) −→ EO(n) −→ BO(n).

However, π1(BO(n)) ∼= π0(O(n)) ∼= Z/2Z, which complicates the spectral sequence.
On the other hand, we have the connected subgroup SO(n) ⊆ O(n), and it follows that
BSO(n) is simply-connected. We therefore start by computing the cohomology of SO(n),
which will allow us to compute the cohomology of BSO(n).

We will not completely describe the cohomology ring H∗(SO(n); F2).

Definition 35.1. A set {xi} of elements of a cohomology ring H∗(X; F2) is said to be a
simple system of generators if the element 1 and the monomials xi1 xi2 · · · xik , with i1 <
i2 < · · · < ik, form an F2-basis for H∗(X; F2).

Example 35.2.

(1) In an exterior algebra E(x1, x2, . . . , xn), the elements {x1, x2, . . . , xn} form a simple
system of generators.

(2) In a polynomial algebra F2[x], the elements {x, x2, x4, x8, . . . } form a simple system
of generators.

Proposition 35.3. H∗(SO(n); F2) has a simple system of generators {x1, . . . , xn−1}, where
|xi| = i.

Proof. We prove this by induction. The base case is SO(2) ∼= S1. We know the cohomology
is exterior on a class in degree 1, so we are done.

For the induction step, recall that we have a fiber sequence SO(n− 1) −→ SO(n) −→
Sn−1. Note that now n ≥ 3, so that Sn−1 is simply-connected. We therefore have a Serre
spectral sequence with understood E2-term. On our system of generators in the fiber
SO(n− 1), the only possible nonzero differential is

dn−1(xn−2)
?
= yn−1,
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where yn−1 ∈ Hn−1(Sn−1; F2) is the generator.

En−1 :

1

x1

x2x3

x4

x5

...

xn−2

?

yn−1

To understand this possible differential, consider the fiber sequence

Sn−2 −→ V2(R
n) −→ Sn−1,

which can be thought of as the fiber sequence

SO(n− 1)/SO(n− 2) −→ SO(n)/SO(n− 2) −→ SO(n)/SO(n− 1)

if n > 2. The latter description makes it clear that there is a map of fiber sequences

SO(n− 1) //

��

SO(n) //

��

Sn−1

Sn−2 // V2(R
n) // Sn−1

It follows that there is a map of spectral sequences from the cohomological Serre spectral
sequence for the V2(R

n) fibration to the spectral sequence for the SO(n)-fibration. More-
over, in the V2(R

n) spectral sequence, there is only one possible differential, the same

dn−1 : E0,n−2
2 −→ En−1,0

2 .

These E2 groups are both F2 (we are working throughout with F2-coefficients), corre-
sponding to the top homology groups of the two spheres. And these groups map isomor-
phically to the corresponding groups in the SO(n)-spectral sequence. So to understand
the differential in the SO(n) spectral sequence, it suffices to understand it in the V2(R

n)
spectral sequence.
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36. WEDNESDAY, APR. 15

Combining Example 20.4 and Proposition 36.2 below with the Hurewicz theorem gives
that Hn−2(V2(R

n)) is either Z or Z/2Z, depending on the parity of n. In either case,
Universal Coefficients gives that

Hn−2(V2(R
n); F2) ∼= Hom(Hn−2(V2(R

n), F2)⊕ Ext(Hn−3(V2(R
n), F2) ∼= F2.

It follows that the dn−1 differential in question must be zero, since the group E0,n−2
2

∼= F2
must survive to E∞. �

Remark 36.1. The proof strategy for computing the cohomology of SO(n) is similar to
that for U(n), so it is worth commenting on why the result is weaker: we do not get a
description of the cohomology ring here. The case of SO(3) ∼= RP3 is instructive. From
the spectral sequence, we get that E∞ is exterior on a class in degree 1 and a class in
degree 3. But we know that H∗(RP3; F2) ∼= F2[x]/x4. The point is that the E∞-term
of the spectral sequence only recovers the associated graded groups of H∗(SO(n); F2) for
some filtration, and so an algebra relation like x2

1 = 0 in the E∞-page only means that
x2

1 has lower filtration in H∗(SO(n); F2). The reason this situation did not arise for the
cohomology of U(n) was that we were getting a free commutative algebra, so there were
no relations to “resolve”.

Proposition 36.2. The homotopy group πn−2(V2(R
n)) is Z/2Z if n is odd and Z if n is even.

Proof. We follow the argument in [W, § IV.10]. To prove the proposition, we again use the
comparison of fiber sequences for SO(n) and V2(R

n) as in Prop 35.3 above. On the level
of homotopy groups, we get the diagram of long exact sequences

πn−1(Sn−1)
∂1
// πn−2(SO(n− 1)) //

p∗
��

πn−2(SO(n)) //

��

πn−2(Sn−1) = 0

πn−1(Sn−1)
∂2

// πn−2(Sn−2) // πn−2(V2(R
n)) // πn−2(Sn−1) = 0

Thus the homotopy group in question is cyclic, and it remains only to determine the map
∂2.

Define f : Sn−2 −→ SO(n− 1) as follows: f (x) is the orthogonal transformation which
first reflects (multiplies by−1) in the last coordinate and second reflects across the hyper-
plane orthogonal to x. Note that since f (x) is a composition of two reflections, it follows
that it is in SO(n− 1). Below, we will also write fn−2 for this map.

Lemma 36.3. p∗([ f ]) = 1 + (−1)n+1.

Proof. We write g = p ◦ f , so that g(x) = f (x)(e1). Then p∗([ f ]) = [g].
Case I: n even. Note that f (−x) = f (x), so g(−x) = x. If we denote by a : Sn−2 −→
Sn−2 the antipodal map, then the equation says that g ◦ a = g. Since [a] = (−1)n−1

and n is even, we get that

[g] = [g][a] = [g](−1)n−1 = −[g],
so that [g] must be 0.
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37. FRI, APR. 17

Case II; n odd. Divide Sn−2 into two hemispheres Dn−2
r and Dn−2

` , using the first
coordinate, and consider Sn−3 as the equator where x1 = 0. Note that g is constant at
e1 on this equator. Thus we can define gr and g` to be functions agreeing with g on
one hemisphere and constant at e1 on the other, and [g] = [gr] + [g`]. But gr = g` ◦ a,
so [gr] = [g`](−1)n−1 = [g`]. Thus [g] = 2[g`]. Furthermore, it is simple to verify that
the only solution to g(x) = −x is x = e1, so that there are no solutions to g`(x) = −x.
It follows that we can define a (normalized) straight-line homotopy from g` to id, so
that [g`] = 1. �

Lemma 37.1. ∂1(idSn−1) = [ f ].

Proof. Let fn−1 : Sn−1 −→ SO(n) be defined just as fn−2 above. Then

Dn−1
` ↪→ Sn−1 fn−1−−→ SO(n)

p−→ Sn−1

is (gn−1)`, which by the argument in Lemma 36.3, is a degree 1 map. On the other
hand, the restriction of fn−1 to the x1 = 0 equator is fn−2. �

The lemmas prove the proposition, as the image of ∂2 = p∗ ◦ ∂1 is either the sub-
group of index two or the trivial subgroup, which gives the desired conclusion about
πn−2(V2(R

n)). �

Proposition 37.2. Let n ≥ 1. Then H∗(BSO(n); F2) ∼= F2[w2, w3, w4, . . . ], where deg(wi) =
i.

Proof. The idea is the same as for Prop 33.1. We use the fibration sequence

SO(n) −→ ESO(n) −→ BSO(n).

Lemma 37.3. H∗(SO(n); F2) has a simple system of transgressive generators.

Proof. We have already seen that it has a simple system of generators {x1, . . . , xn−1}.
It remains to show that these generators can be chosen to be transgressive. Each xi
can be chosen to be in the image of Hi(Vn−i(R

n); F2) −→ Hi(SO(n); F2). (The coho-
mology of the Stiefel manifold is one-dimensional in degree i according to homework
5.) Furthermore, we have a map of fiber sequences

SO(n) //

��

ESO(n) //

��

BSO(n)

Vn−i(R
n) // ESO(n)/SO(i) // BSO(n)

In the spectral sequence for the second fibration, the nonzero class in
Hi(Vn−i(R

n); F2) is automatically transgressive, as there are no classes in lower (pos-
itive) degree in the fiber. It follows that xi ∈ Hi(SO(n); F2), which is the image of
this transgressive class in Hi(Vn−i(R

n); F2), must also be transgressive. �

Now the argument is much like the BU(n) case. Each generator xi is transgressive. Let
wi+1 = di+1(xi). Then di+1(xiwi+1) = w2

i+1 by the Leibniz rule. But no differential can
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hit xiwi+1, so it cannot be a permanent cycle (else it would survive to E∞). This means
that w2

i+1 cannot be zero. The same argument works for higher powers, and we get the
desired conclusion. �

Proposition 37.4. H∗(BO(n); F2) ∼= F2[w1, w2, . . . , wn], where deg(wi) = i.

We only give a sketch. The idea is to use the Serre spectral sequence for the fibration

BSO(n) −→ BO(n) −→ BZ/2Z.

One issue is that BZ/2Z is not simply-connected, and one must show that π1(BZ/2Z) ∼=
Z/2Z acts trivially on H∗(BSO(n); F2). This then gives a spectral sequence with E2-term

F2[x1]⊗F2[w2, . . . , wn]

and the claim is that this collapses at E2. It suffices to show that each wi is transgressive.
For w2, you use the map of spectral sequences arising from the map of fiber sequences

BSO(2) //

��

BO(2) //

��

BZ/2Z

BSO(n) // BO(n) // BZ/2Z.

But O(2) ∼= SO(2) × Z/2Z as topological groups, so BO(2) ∼= BSO(2) × BZ/2Z, so
we get the desired answer for BO(2). This shows that the generator in H2(BSO(2); F2)
is transgressive, which implies that the same must be true for w2 ∈ H2(BSO(n); F2).
Analogous comparisons of spectral sequences are needed for the higher wi’s.

Definition 37.5. Let p : E −→ B be an n-dimensional real vector bundle. As we have
discussed, this is classified by a homotopy class of maps fp : B −→ BO(n). Define the ith
Stiefel-Whitney class of the bundle p to be

wi(p) := f ∗p (wi) ∈ Hi(B; F2).

Remark 37.6. An n-plane bundle is said to be orientable if all of its transition functions
can be taken in SO(n). In that case, the classification map B −→ BO(n) factors through
BSO(n), so that w1(p) = 0. In fact, this is an if-and-only-if statement. The first Stiefel-
Whitney class detects orientability.
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38. MONDAY, APRIL 20

J. P Serre made great advances in the homotopy groups of spheres in his thesis [Se].
We will now discuss some applications of spectral sequences to computations of these
homotopy groups.

Definition 38.1. Let X be a connected CW complex. A Whitehead tower for X is a dia-
gram

...

��
P>3(X)

q2
�� f3

��

P>2(X)

q1
��

f2

''P>1(X)

q0
��

f1 // X

P>0(X) = X
f0

77

such that

(1) Each PjX is j-connected
(2) Each f j induces an isomorphism in homotopy in dimensions > j

For instance, P>1(X) is a universal cover of X. More generally, we call P>n(X) the
n-connected cover of X.

Remark 38.2. Note that it follows that each qj also induces isomorphisms in homotopy in
dimensions > j + 1.

Proposition 38.3. After replacing each qj up to homotopy by a fibration, we see that

K(πj(X), j− 1) ' fiber(P>j(X) −→ P>j−1(X)).

Proof. This follows from the long exact sequence in homotopy

. . . −→ πk+1(P>j−1) −→ πk(F) −→ πk(P>j(X)) −→ πk(P>j−1) −→ . . . .

�

Proposition 38.4. Whitehead towers exist!

Proof. Start by letting q0 : P>1(X) −→ P>0(X) = X be the universal cover. We can build a
K(π2(X), 2) from P>1(X) by first attaching 4-cells to kill π3, then attaching 5-cells to kill
π4, etc. We then have an inclusion g : P>1(X) −→ K(π2(X), 2). Define

P>2(X) = fiber(P>1(X) −→ K(π2(X), 2)).

It follows from the long exact sequence in homotopy that P>2(X) has the desired proper-
ties. We can then, in general, define

P>n+1(X) = fiber(P>n(X) −→ K(πn(X), n).



50 BERTRAND GUILLOU

�

Proposition 38.5. π4(S3) ∼= Z/2Z.

Proof. Consider the Whitehead tower for S3. The fiber sequence we get from the start of
the tower is

K(Z, 2) −→ P>3(S3) −→ S3.
The resulting Serre spectral sequence looks like

E2 = E3 :

1

x2

x2
2

x3
2

y3

y3x2

y3x2
2

2

3

E4 = E∞ :

1

Z/2Z

Z/3Z

Z/4Z

Note that we must have d3(x2) = ±y3 since the target P>3(S3) is 3-connected, which
implies that H3(P>3(S3); Z) = 0. We have that

H5(P>3; Z) ∼= Z/2Z, H7(P>3(S3); Z) ∼= Z/3Z, H9(P>3(S3); Z) ∼= Z/4Z.

From the Universal Coefficients theorem, it follows that

H4(P>3; Z) ∼= Z/2Z, H6(P>3(S3); Z) ∼= Z/3Z, H8(P>3(S3); Z) ∼= Z/4Z.

In particular, π4(P>3(S3)) ∼= Z/2Z by the Hurewicz theorem. But, according to the
definition of the Whitehead tower, π4(P>3(S3)) ∼= π4(S3). �

39. WED, APR. 22

Remark 39.1. We showed in Proposiiton 12.2 that πn(S3) ∼= πn(S2) for n ≥ 3. It follows
now that π4(S2) ∼= Z/2Z as claimed in Example 1.1.

Remark 39.2. Suspension gives us a homomorphism

Z ∼= π3(S2) −→ π4(S3) ∼= Z/2Z,

and the Freudenthal Suspension Theorem says that if we keep suspending, the result will
not change any more. This “stable” value πn+1(Sn), for n ≥ 3 is the first stable homotopy
group of spheres, πs

1(S)
∼= Z/2Z.

On the first day of class, we asked whether a space can be identified merely by specify-
ing its homotopy groups. That is, we asked if we always have an identification

X
?' ∏

n≥0
K(πn(X), n).
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Consider X = S2. Here we could ask if

S2 ?' K(Z, 2)× K(Z, 3)× P>3(S2).

But we know that the homology of S2 is concentrated in degrees zero and two, whereas
this is not true for the product on the right. For instance, K(Z, 3) will contribute a Z-
summand in degree 3, and P>3(S2) will contribute an F2 in degree 4.

Similarly, we see that

S3 ?' K(Z, 3)× K(F2, 4)× P>4(S3)

cannot hold, since the homology on the right is much larger. In general, a space which is
equivalent to a product of Eilenberg-Mac Lane spaces is called a generalized Eilenberg-
Mac Lane space, or simply GEM for short.

We next extend our computation to π5(S3). This will rely on Proposition 40.1 below.

Proposition 39.3. π5(S3) ∼= Z/2Z.

Proof. We again use the Whitehead tower. We have a fiber sequence

K(π4(S3), 3) −→ P>4(S3) −→ P>3(S3).

By Prop 38.5 and Prop 40.1, the E2 = E4-term of the homology spectral sequence looks
like

E4 :

1

Z/2Z

Z/2Z

Z/2Z Z/3Z

Since we know the target P>4(S3) is 4-connected, we must have the nonzero d4 as dis-
played. Next, there is a potential d6-differential as displayed, but of course this must be
zero since there is no nontrivial homomorphism Z/3Z −→ Z/2Z. We conclude that

π5(S3) ∼= π5(P>4(S3))H5(P>4(S3)) ∼= Z/2Z.

�

Corollary 39.4. π5(S2) ∼= Z/2Z.

Proposition 39.5. In degrees ≤ 5, we have

H∗(K(F2, 2); F2) ∼= F2[y2, y3, y5] and H∗(K(F2, 2); Z) ∼= Z[y3, y5]/(2y3, 4y5).

Again, we emphasize that we are only claiming the isomorphism in degrees up to 5.
The statement is definitely false in higher degrees. For instance, the ring H∗(K(F2, 2); F2)
is known to be polynomial in infinitely many generators.
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Proof. We start with the F2-calculation. In either case, we use the fiber sequence

ΩK(F2, 2) −→ P∗K(F2, 2) −→ K(F2, 2).

Recall that ΩK(F2, 2) ' K(F2, 1) ' RP∞. We know that H∗(RP∞; F2) ∼= F2[x1]. We also
know that K(F2, 2) is simply-connected and has π2

∼= F2. It follows that H1(K(F2, 2); F2) =
0. We define y2 := d2(x1). Then x2

1 is transgressive, and we define y3 := d3(x2
1). Similarly,

x4
1 is transgressive, and we define y5 := d5(x4

1). The argument here is very similar to
previous examples we have considered.

Now consider the Z-calculation. One new phenomenon in this spectral sequence is
that the rows of the E2-term are not all isomorphic. Recall that in general, the E2 term is
given by Es,t

2 = Hs(B, Ht(F; Z)). Here, we know that H∗(RP∞; Z) ∼= Z[x2]/(2x2), so that
Ht(RP∞; Z) is Z when t = 0 but is 2-torsion when t is positive and even. It follows that
our previous calculation appears as the nonzero (even) rows of the integral E2-page.

E3 :

1

x2

x2
2

x3
2

y2x2

y2x2
2

y2x3
2

y3

y3x2

y3x2
2

y′5y5
y2

3

E5 :

1

x2
2

y5

40. FRIDAY, APR. 24

Note that we have two classes, y5 and y′5 in H5(K(F2, 2); Z). We know that y′5 is 2-
torsion, and that y5-is 2-torsion once we have collapsed y′5. Thus there are two possibili-
ties: either H5 is Z/2Z{y′5} ⊕Z/2Z{y5} or H5 ∼= Z/4Z{y5}, where y′5 = 2y5.
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To answer this question, recall that the short exact sequence of coefficients

0 −→ Z
2−→ Z −→ F2 −→ 0

gives rise to a long exact sequence

. . . −→ Hn(X; Z)
2−→ Hn(X; Z)

r−→ Hn(X; F2)
β−→ Hn+1(X; Z)

2−→ . . . .

The connecting homomorphism β is known as the Bockstein homomorphism. Writing
X = K(F2; 2), we have

0 = H4(X; Z)
r−→ F2{y2

2} = H4(X; F2)
β−→ H5(X; Z)

2−→ H5(X; Z)
r−→ H5(X; F2) ∼= F2{x2x3, x5}

It follows that we only have one 2-torsion class in H5(X; Z) (since this is the image of ∂),
which must be the class y′5 we already know about. Since y5 is 2-torsion once we have
collapsed y′5, we conclude that H5(X; Z) ∼= Z/4Z{y5} and y′5 = 2y5.

�

Proposition 40.1. H4(K(F2, 3); Z) = 0 and H5(K(F2, 3); Z) ∼= Z/2Z.

Proof. We calculate cohomology using the path-loop fibration

ΩK(F2, 3) −→ P∗K(F2, 3) −→ K(F2, 3),

with ΩK(F2, 3) ' K(F2, 2). Since K(F2, 3) is 2-connected and has π3
∼= F2, Universal

Coefficients gives that H3(K(F2, 3); F2) ∼= F2{z3}. Again, we start with some discussion
of the case of F2-coefficients. It turns out we will only need the E2 = E3-page, which is
(partially) given by

E3 :

1

y2

y3

y2
2

y5

y2y3

z3

z3y2

z3y3

z3y2
2

One explanation for why y3 and y5 do not support a d3 comes from cohomology opera-
tions. For our purposes, what we need to know is that there are certain natural transfor-
mations

Sqi : Hn(X; F2) −→ Hn+i(X; F2)

know as Steenrod operations. For instance, Sqn : Hn(X; F2) −→ H2n(X; F2) is the squar-
ing operation x 7→ x2.

Theorem 40.2 (Kudo’s transgression theorem). If a class y ∈ Hn(F; F2) is transgressive, with
τ(y) = z, then Sqi(y) is also transgressive, and

τ(Sqi(y)) = Sqi(τ(y)) = Sqi(z).
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1

y3

Sq2(y3)

z4 z6

τ

τ

Sq2

Sq2

The classes y2, y3, and y5 in H∗(K(F2, 2); F2) arose as the trangression of the classes
x1, x2

1 = Sq1(x1), and x4
1 = Sq2(Sq1(x1)), respectively. It follows that y3 = Sq1(y2) and

y5 = Sq2(y3). In particular, these are transgressive in the current spectral sequence. We
also remark that the operation Sq1 is related to the Bockstein by the commutative triangle

Hn(X; F2)
β
//

Sq1 ''

Hn+1(X; Z)

r
��

Hn+1(X; F2).

41. MONDAY, APR. 27

We now turn to the integral picture. The portion of the E2 = E3-page we need is

E3 :

1

y3

y5

z4

z3y3 E4, E6 :

1

y3

2y5

z4 z6

d4

d6

To see that d3(y5) 6= 0, we compare to the F2-coefficient calculation above.
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H6(X; Z)

r
��

H5(X; Z)
r // H5(X; F2)

β 44

Sq1
**
H6(X; F2)

According to our calculations, when X = K(F2, 2) these groups are

H6(X; Z)

r
��

Z/4Z{y5}
r // F2{y5} ⊕F2{y2y3}

β 22

Sq1
,,
F2{y3

2} ⊕F2{y2
3}

We want to understand r(y5). We know that β(r(y5)) = 0. To understand Sq1, we will use
(1) the relations Sq1Sq2 = Sq3 and Sq1Sq1 = 0 (these are examples of Adem relations) and
(2) the Cartan formula Sqn(xy) = ∑

i+j=n
Sqi(x)Sqj(y), where Sq0 is the identity operation.

Recalling that y3 = Sq1(y2), we have

Sq1(y5) = Sq1Sq2(y3) = Sq3(y3) = y2
3 and

Sq1(y2y3) = Sq1(y2)y3 + y2Sq1(y3) = y2
3 + y2Sq1Sq1(y2) = y2

3.
Since y5 + y2y3 is the only nonzero class in the kernel of Sq1, we conclude that

r(y5) = y5 + y2y3.

Since, in the F2-coefficient spectral sequence, we have d3(y5) = 0 and d3(y2y3) = z3y3,
it follows that d3(y5) = z3y3 in the Z-coefficient spectral sequence as well.

We now know that, taking B = K(F2, 3), we have

H4(B; Z) ∼= Z/2Z{z4}, H5(B; Z) = 0, and H6(B; Z) ∼= Z/2Z{z6}.
Universal coefficients then gives that

H3(B; Z) ∼= Z/2Z, H4(B; Z) ∼= 0, and H5(B; Z) ∼= Z/2Z.

�

Remark 41.1. The Freudenthal theorem says that the suspension

Z/2Z ∼= π5(S3) −→ π6(S4)

is surjective, and that the target is in the stable range. In fact, this is an isomorphism, and
πs

2(S)
∼= Z/2Z. The generator is

S5 Σ2η−−→ S4 Ση−→ S3.
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42. WED, APR. 29

Theorem 42.1 (Serre). The higher homotopy groups of spheres πk(Sn), for k > n, are all finite,
except that

π4j−1(S2j) ∼= Z⊕ finite.

We will assume the following result, also from Serre’s thesis.

Theorem 42.2 (Serre). The homotopy groups of a simply-connected finite-type CW complex are
finitely generated.

Remark 42.3. The simply-connected hypothesis is needed, as π2(S1 ∨ S2) is not finitely-
generated, as can be seen by considering the universal cover.

We will also need the following two results.

Proposition 42.4. H∗(K(Z, n); Q) ∼=
{

Q[xn] n even
EQ(xn) n odd.

Proposition 42.5. Let n > 0. Then H̃i(K(A, n); Q) = 0 if A is finite abelian.

Proof of Theorem 42.1. Note that a finitely-generated abelian group A is finite if and only if
A⊗Q = 0. So it suffices to show that the rational homotopy groups πk(Sn)⊗Q vanish.

We first show that Sn, for n odd, has finite higher homotopy groups. Consider the
Whitehead tower.

. . . −→ Sn〈q〉 −→ . . . −→ Sn〈n〉 −→ Sn〈n− 1〉 = Sn.

Claim: H̃i(Sn〈q〉; Q) = 0 if q ≥ n,
We first show this for q = n. We have a fiber sequence

K(Z, n− 1) −→ Sn〈n〉 −→ Sn.

Since Sn〈n〉 is n-connected, we must have dn(xn−1) = yn, and we then see by the Leibniz
rule that nothing survives the spectral sequence.

En :

1

xn−1

x2
n−1

yn

ynxn−1

ynx2
n−1

For the induction step, suppose that Sn〈q〉 has no rational cohomology. It follows that
it also has no rational homology. By the Hurewicz theorem, we conclude that

πq+1(Sn)⊗Q ∼= πq+1(Sn〈q〉)⊗Q ∼= Hq+1(Sn〈q〉; Q) = 0.
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We now have a fiber sequence

K(πq+1(Sn), q) −→ Sn〈q + 1〉 −→ Sn〈q〉
in which both the base and fiber have trivial rational cohomology. It follows that the same
must be true of the total space. We now get, as above, that

πq+2(Sn)⊗Q ∼= πq+2(Sn〈q + 1〉)⊗Q ∼= Hq+2(Sn〈q + 1〉; Q) = 0.

43. FRI, MAY 1

The even case is similar. Let n = 2j. Then our first fiber sequence is

K(Z, 2j− 1) −→ S2j〈2j〉 −→ S2j.

Now our spectral sequence looks like

E2j :

1

x2j−1

y2j

y2jx2j−1

so that S2j〈2j〉 has (reduced) rational cohomology only in degree 4j − 1. It follows (as-
suming j > 1) that

π2j+1(S2j)⊗Q ∼= π2j+1(S2j〈2j〉)⊗Q ∼= H2j+1(S2j〈2j〉; Q) = 0,

so that π2j+1(S2j) must be finite. Using the fiber sequence

K(πq+1(S2j), q) −→ S2j〈q + 1〉 −→ S2j〈q〉
for q < 4j− 2, we conclude that the fiber has trivial rational cohomology by Prop 42.5, so
that H∗(S2j〈q + 1〉; Q) ∼= H∗(S2j〈q〉; Q) ∼= EQ(y4j−1). In the last case considered, we get
H∗(S2j〈2j− 2〉; Q) ∼= EQ(y4j−1). It then follows that

π4j−1(S2j)⊗Q ∼= π4j−1(S2j〈4j− 2〉)⊗Q ∼= H4j−1(S2j〈4j− 2〉; Q) ∼= Q.

Thus in the fiber sequence

K(π4j−1(S2j), 4j− 2) −→ S2j〈4j− 1〉 −→ S2j〈4j− 2〉
the fiber has polynomial cohomology, and we conclude as in the n odd case that the
connected cover S2j〈4j− 1〉, as well as all higher connected covers, have trivial rational
cohomology. It follows that all of the higher homotopy groups are finite. �

Remark 43.1. The Hopf map η : S3 −→ S2 generates π3(S2) ∼= Z. There are similarly
defined maps ν ∈ π7(S4) and σ ∈ π15(S8) that do the job in those dimensions. But these
are special cases (the “Hopf invariant one maps”).
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When 2n 6= 2, 4, 8, a generator of the free summand in π4n−1(S2n) can be found as
follows. Let f : S4n−1 −→ S2n ∨ S2n be the attaching map for the top cell in S2n × S2n, and
let c : S2n ∨ S2n −→ S2n be the “fold” map, which restricts to the identity on each wedge
summand. Then the composition

S4n−1 f−→ S2n ∨ S2n c−→ S2n

is nontrivial and generates the free summand of π4n−1(S2n) if 2n 6= 2, 4, 8. In the special
dimensions 2n = 2, 4, 8, this map is twice a generator.

Shortly after his thesis, Serre was also able to prove the following theorem.

Theorem 43.2. Suppose that X is a finite, simply-connected complex with at least one nontrivial
homotopy group. Then X has infinitely many nontrivial homotopy groups.

In fact, he showed that infinitely many of the homotopy groups contain a subgroup
isomorphic to either Z or Z/2Z. The proof uses cohomology with F2-coefficients and a
comparison of the Poincaré series for the F2-cohomology of Eilenberg-Mac Lane spaces
with that for connected covers of X.

Further directions
We have seen that spectral sequences can help to calculate some homotopy groups of

spheres. Where they have had much more impact is in the computation of the stable ho-
motopy groups of spheres. One of the main tools for this is the Adams spectral sequence,
which takes the form

Es,t
2 = Exts,t

A (F2, F2)⇒ πstab
t−s (S

0) = πt−s+k(Sk), k >> 0.

Here A is the Steenrod algebra of all (stable) cohomology operations (aka Steenrod oper-
ations).
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