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Wed, Jan. 11

This will be a course on Hopf Algebras, and one of our main guiding examples will be group
algebra k{G} on a group G (k is a field and G is group). Recall that, as a k-vector space, this can
be defined as the vector space with basis the elements of G. The multiplication in G turns k{G}
into a k-algebra (as we will review later). But this has extra structure. For example, the inverse
in G induces a map k{G} −→ k{G}, and a Hopf algebra is essentially an algebra with the extra
structure that we see in a group algebra.

Many topics from the study of groups generalize to the setting of Hopf algebras. Among the
topics we aim to study include

• sub-Hopf algebras (analogous to subgroups)
• quotients by “normal” sub-Hopf algebras
• extensions of Hopf algebras
• Hopf algebra cohomology

Time permitting, we will see at the end of the course how these concepts help us study homo-
topy groups of spheres.

Date: April 28, 2017.
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1. BIALGEBRAS

1.1. Coalgebras. Let S be a set, and R a field (or really any commutative ring). If we denote by
RS the set of R-valued functions on S, then pointwise addition and multiplication makes RS into
a commutative ring. Now, for fixed R, the assignment X 7→ SX defines a functor

Setop −→ CRing,

which means in particular that for any function f : X −→ Y, the function

RY f ∗−→ RX

ϕ 7→ ϕ ◦ f

is a ring homomorphism.

Example 1.1. In topology, this construction arises as follows: Universal Coefficients gives an iden-
tification

H0(X; R) ∼= HomZ(H0(X; Z), R) ∼= HomZ(Z{π0(X)}, R) ∼= HomSet(π0(X), R) = Rπ0(X).

Now suppose that S in addition has a multiplication S× S
µ−→ S. This induces a ring homomor-

phism
µ∗ : RS −→ RS×S.

For sets S and T, we define Φ : RS⊗ RT −→ RS×T by f ⊗ g 7→ f · g, where ( f · g)(s, t) = f (s) · g(t).
[ Recall that in the setting of commutative rings, tensor product is the coproduct. So the ring
homomorphism Φ is uniquely specified by the two ring homomorphisms p∗1 : RS −→ RS×S and
p∗2 : RS −→ RS×S.]

Proposition 1.2. For finite sets S and T, the above map Φ : RS ⊗ RT −→ RS×T is an isomorphism.

Proof. These are both finite free R modules of rank |S× T| = |S| · |T|.
Since S is finite, RS has basis given by the characteristic functinos {s∗}s∈S, where

s∗(t) =
{

1 t = s
0 else.

Then Φ identifies the basis {s∗ ⊗ t∗} for RS ⊗ RT with the basis {(s, t)∗} for RS×T. �

Remark 1.3. Actually, only one of S and T is required to be finite, as we will see next time.

This allows us to express the above map as a ring homomorphism (again, assuming S finite).

∆ = µ∗ : RS −→ RS ⊗R RS.

It is worth being explicit about this map. It suffices to specify ∆ on the basis elements, and the
formula is

∆(s∗) = ∑
t·t′=s

t∗ ⊗ t′∗.

Thus for a general element of RS written in terms of the basis as f = ∑s rss∗, the formula is

∆(∑
r

rss∗) = ∑
t,t′

rt·t′ t∗ ⊗ t′∗.
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Example 1.4. If M is a (finite) monoid with unit element e ∈ M, then evaluating at e ∈ M gives a
homomorphism ε : RM −→ R. That e is a unit on the left means that the composite

M ∼= {e} ×M ↪→ M×M m−→ M

is the identity. Applying (contravariant) functoriality gives that

RM ∆−→ RM ⊗R RM ε⊗id−−→ R⊗R RM ∼= RM

is the identity. Similarly, we see that ε satifies a right unit-like law. Moreover, the associativity of
m implies that the two composites

RM ∆ // RM ⊗ RM ∆⊗id //
id⊗∆

// RM ⊗ RM ⊗ RM

agree.

This is an example of the following

Definition 1.5. A (coassociative) coalgebra is an R-module C equipped with R-module maps C ε−→
R (the counit) and C ∆−→ C⊗ C (the comultiplication) satisfying counit laws on both sides as well as
a coassociative law.

Fri, Jan. 13

Example 1.6. Consider the finite monoid (in fact group) M = C2 = {e, σ}. Then RC2 has basis
{e∗, σ∗}. The counit is ε(e∗) = 1 and ε(σ∗) = 0, and

∆(e∗) = e∗ ⊗ e∗ + σ∗ ⊗ σ∗, ∆(σ∗) = σ∗ ⊗ e∗ + e∗ ⊗ σ∗.

Example 1.7. Coalgebras also show up in algebraic topology. If X is a topological space and R
is a field (or more generally a PID, such as Z), then the Kunneth theorem gives an isomorphism
H0(X × X; R) ∼= H0(X; R)⊗R H0(X; R). Thus the diagonal map on X specifies an R-module ho-
momorphism

H0(X; R)
(∆X)∗−−−→ H0(X× X; R) ∼= H0(X; R)⊗R H0(X; R).

The counit H0(X; R) −→ H0(∗; R) ∼= R is induced by the collapse map X −→ ∗. The coalgebra
laws then follow from functoriality of H0(−; R), once you check the relevant compatibilities of the
space-level maps. For example, commutativity of the triangle

X

X ∆ // X× X

id×c

OO

shows that the counit map satisfies one of the two counit laws.

We saw the R-algebra H0(X; R) appear last time, and Universal coefficients tells us this is the
R-linear dual of the coalgebra H0(X; R). This is an example of the following phenomenon:

Proposition 1.8. Let C be an R-coalgebra. Then A := HomR(C, R) inherits the structure of an R-algebra.

Proof. The multiplication is

A⊗R A = HomR(C, R)⊗R HomR(C, R) ⊗−→ HomR(C⊗R C, R⊗R R) ∆∗−→ HomR(C, R) = A.

The unit is R = HomR(R, R) ε∗−→ HomR(C, R) = A. The unit and associativity laws are then
straightforward to check from the coalgebra laws for C. �
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Note that we did not need any finiteness hypotheses. What if we dualize an algebra? For this,
we will need

Lemma 1.9. If M and N are R-modules, and either one is free of finite rank, then then map

HomR(M, R)⊗HomR(N, R) −→ HomR(M⊗ N, R)

specified by λ⊗ ϕ 7→ λ · ϕ is an isomorphism.

Proof. Suppose that M ∼= R{S} ∼=
⊕

S R. Then, since direct sums distribute over tensor products
and since HomR(R, R) ∼= R, the left hand side becomes

⊕
S HomR(N, R), whereas the right hand

side gives HomR(
⊕

S N, R) ∼=
⊕

S HomR(N, R). �

Example 1.10. For a set S, let R{S} ∼=
⊕

S R be the free R-module on the set S. Then the R-linear
dual of R{S} is

HomR(R{S}, R) ∼= HomSet(S, R) = RS.
Moreover, R{S}⊗R R{T} ∼= R{S× T} (see MA654 homework). Therefore Proposition 1.2 follows
from Lemma 1.9.

Proposition 1.11. Let A be an R-algebra that is free of finite rank as an R-module. Then C :=
HomR(A, R) is an R-coalgebra.

Proof. The counit ε : C −→ R is simply the dual of the unit u : R −→ A. Dualizing the multiplica-
tion gives an R-module map

∆ = µ∗ : C = HomR(A, R) −→ HomR(A⊗ A, R).

So if A is free of finite rank, then the comultiplication on the dual C is defined as

C = HomR(A, R)
µ∗−→ HomR(A⊗ A, R) ∼= HomR(A, R)⊗HomR(A, R) = C⊗ C.

�

More generally, if A is as in Proposition 1.11 and {ai} is a basis for A, then ∆ is given by

∆(λ) = ∑
i,i′

λ(ai · ai′)a∗i ⊗ a∗i′ .

In particular, on the basis element λ = a∗j for C = A∗, this gives

∆(a∗j ) = ∑
i,i′

nj
i,i′ a∗i ⊗ a∗i′ ,

where ai · ai′ = ∑j nj
i,i′aj.

Example 1.12. Consider A = R[x]/(x2 = 1). Then A is free of rank two as an R-module with
basis {1, x}. The dual C = HomR(A, R) is also a free R-module, with basis 1∗ and x∗. The counit
ε is the projection onto the summand 1∗, and the comultiplication ∆ : C −→ C⊗ C is

1∗ 7→ 1∗ ⊗ 1∗ + x∗ ⊗ x∗, x∗ 7→ 1∗ ⊗ x∗ + x∗ ⊗ 1∗.

This coalgebra is isomorphic to RC2 , where C2 is the cyclic group of order two.

Fri, Jan. 20

Exercise 1.13. Repeat the above example, starting from

A = R[x]/(x3 = 1) or A = R[x]/(xn = 1).
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Exercise 1.14. Repeat the above example, starting from

A = R[x, y]/(x2 = 1, y2 = 1) or A = R[x, y]/(x2 = 1, y3 = 1).

Exercise 1.15. Repeat the above, starting from

A = R〈x, y〉/(x2 = 1, y3 = 1, xy = y2x).

1.2. Bialgebras. Recall that we began by considering RM and noticing that this has a coalgebra
structure. But this was after noticing that RS is always a commutative ring. Moreover, by functori-

ality, we saw that both ε : RM −→ R and RM ∆−→ RM ⊗ RM are ring homomorphisms.

Definition 1.16. An R-bialgebra B is an R-module equipped with algebra and coalgebra struc-
tures, such that

ε : B −→ R
and

∆ : B −→ B⊗ B
are R-algebra maps. We say that B is commutative or cocommutative if µ or ∆, respectively, are
commutative.

Remark 1.17. Recall that B⊗ B is again an R-algebra, with unit 1⊗ 1 and multiplication defined
by (a⊗ b) · (c⊗ d) := (ac⊗ bd).

Thus RM is a commutative bialgebra.

Proposition 1.18. If B is R-bialgebra that is free of finite rank as an R-module, then the dual B∗ =
HomR(B, R) inherits an R-bialgebra structure as well.

Example 1.19. If M is a monoid, the monoid ring is

R[M] = ⊕MR.

The unit e ∈ M serves as the algebra unit, and the multiplication is induced by the multiplication
in M. Note that the R-linear dual is

HomR(R[M], R) ∼= HomSet(M, R) = RM.

Assuming that M is finite, we conclude that R[M] can be identified with the dual of RM, so that it
inherits a bialgebra structure. The algebra structure is the one we introduced above. The coalgebra
structure comes from the algebra structure on RM. Since the unit of RM is the constant function at
1, which is the sum 1 = ∑m m∗, it follows that the counit of R[M] is given by

R[M]
ε−→ R

ε(m) = 1

for all m ∈ M. Given two elements n, k in M, we have that

n∗ · k∗ =
{

n∗ n = k
0 else

in RM. It follows that the coproduct on R[M] is

R[M]
∆−→ R[M]⊗R R[M]

∆(m) = m⊗m.
5



Note that whereas RM was commutative, the monoid ring R[M] is cocommutative.

Exercise 1.20. Check that this makes R[M] into a bialgebra.

Example 1.21. The polynomial ring R[x] can be thought of as the monoid ring R[Z≥0,+], which
gives it a bialgebra structure. The coalgebra structure maps are

ε(xn) = 1, ∀n, ∆(xn) = xn ⊗ xn, ∀n.

Mon, Jan. 23

There are several ways to state the bialgebra conditions.

Proposition 1.22. Suppose that B is an R-module equipped with algebra and coalgebra structures. The
following are equivalent

(1) ε : B −→ R and ∆ : B −→ B⊗R B are R-algebra maps.
(2) η : R −→ B and µ : B⊗R B −→ B are R-coalgebra maps.
(3) The following diagrams commute:

R

η ��

R

B
ε

?? B⊗R B

µ

��

ε⊗ε // R⊗R R

µ∼=
��

B
ε

// R

R

∆ ∼=
��

η
// B

∆
��

R⊗R R
η⊗η

// B⊗R B

B⊗R B ∆⊗∆ //

µ

��

B⊗R B⊗R B⊗R B 1⊗twist⊗1 // B⊗R B⊗R B⊗R B

µ⊗µ

��
B

∆
// B⊗R B

1.3. Graded (bi)algebras. Many of the examples we will be interested in also coming with a grad-
ing:

Definition 1.23. A graded R-module M∗ is a tuple {Mi} of R-modules. We will usually index
graded modules on the set Z≥0. A map f∗ : M∗ −→ N∗ of graded modules is a tuple of module
maps fi : Mi −→ Ni.

Example 1.24. We will often consider the R-module R as a graded module concentrated in degree
zero (meaning that the kth graded piece is trivial when k 6= 0).

Given a graded module M∗, we often consider the direct sum
⊕

i Mi. Conversely, decomposing
an R-module M into a direct sum M ∼=

⊕
i Mi imparts M with a grading.

Definition 1.25. (1) A graded R-algebra A is simultaneously a graded R-module and an R-
algebra, such that the structure maps R

η−→ A and A⊗R A
µ−→ A are graded maps.

(2) A graded R-coalgebra C is simultaneously a graded R-module and an R-coalgebra in the
same way.

(3) A graded R-bialgebra B is simultaneously a graded R-module and an R-bialgebra in the
same way.

Remark 1.26. In a graded context, (co)commutativity will always be interpreted in the graded
sense, meaning that a · b = (−1)deg(a)deg(b)b · a.
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Example 1.27. The grading on the polynomial ring R[x] is determined once we declare the degree
of the generator x. If we wish R[x] to be graded-commutative, this restricts our possible choices
for deg(x). In particular, if we wish to place x in odd degree, then graded-commutativity gives

x · x = (−1)deg(x)deg(x)x · x = −x · x,

so that 2x2 = 0. Thus we can only place x in odd degree if 2 = 0 in R. Otherwise, we are forced to
place x in even degree.

To further equip R[x] with a graded bialgebra structure, we are forced, by degree considerations,
to define ε(xn) = 0 if n > 0. Similarly, since the graded module R[x] is trivial in degrees between
zero and deg(x), this forces the choice ∆(x) = 1⊗ x + x⊗ 1. We are then forced to set

∆(xn) = (1⊗ x + x⊗ 1)n = ∑
k

(
n
k

)
xk ⊗ xn−k.

Remark 1.28. An element x ∈ C of a bialgebra is said to be primitive if it satisfies ∆(x) = 1⊗ x +
x⊗ 1.

Example 1.29. We similarly make R[x1, x2, . . . , xn] into a bialgebra by making the xi’s primitive.

Wed, Jan. 25

Last time, we introduced graded (bi/co)-algebras. Signs can pop up unexpectedly here. For
instance, recall that in a bialgebra, the comultiplication ∆ : B −→ B⊗ B is an algebra map. Beware
that in the graded setting, the multiplication on B⊗ B is given by

(a⊗ b) · (c⊗ d) = (−1)bcac⊗ bd.

So this sign can appear in comparing ∆(xy) with ∆(x)∆(y).

Example 1.30. (Suppose that R is a field.) We saw before that H0(X; R) ∼= Rπ0(X). So if X is
a topological monoid, so that π0(X) becomes a monoid, then we get a bialgebra structure on
H0(X; R). Similarly, at least if R is a field, we get a bialgebra structure on H0(X; R) ∼= R[π0(X)].

Moreover, the graded ring H∗(X; R) becomes a graded bialgebra if X is a topological monoid.
The coproduct is

H∗(X; R)
µ∗−→ H∗(X× X; R) ∼= H∗(X; R)⊗R H∗(X; R).

The counit is H∗(X; R) e∗−→ H∗({e}; R) ∼= R.

Remark 1.31. We say that a graded algebra B is connected if B is concentrated in nonnegative
degrees, and moreover B0 = R. A prototypical example is H∗(X; R), where X is path-connected.

Example 1.32. Take X = S1. Then H∗(S1; R) ∼= R[x]/x2 = 0, where deg(x) = 1. This is a truncated
polynomial algebra. The counit sends x to 0, and x is primitive. To see the latter claim, we wish to
understand

µ∗ : H1(S1; R) −→ H1(S1 × S1; R) ∼=
(

H1(S1; R)⊗R H0(S1; R)
)
⊕
(

H0(S1; R)⊗R H1(S1; R)
)

.

But the counit law tells us that the term on the left must be x ⊗ 1, and similarly the other counit
law tells us that the term on the right must be 1⊗ x. Note that in order for ∆ to be an algebra map,
we must have ∆(x)2 = 0 since x2 = 0. Now

∆(x)2 = (x⊗ 1 + 1⊗ x)(x⊗ 1 + 1⊗ x) = x2 ⊗ 1 + x⊗ x− x⊗ x + 1⊗ x2 = 0.

Here, the sign saves the day to make the terms cancel!

We will often refer to the algebra R[x]/x2 as an exterior algebra on x and denote it by ER(x).
7



Example 1.33. Recall ([H], §3D) that RP3 ∼= SO(3). It follows that

H∗(RP3; F2) ∼= F2[x]/x4

inherits a biaglebra structure. As above, the grading forces the counit to be given by ε(x) = 0.
Similarly, x must be primitive for degree reasons. The bialgebra properties then give

∆(x2) = x2 ⊗ 1 + 1⊗ x2, ∆(x3) = x3 ⊗ 1 + x2 ⊗ x + x⊗ x2 + 1⊗ x3.

Note also that 0 = ∆(x4) = ∆(x)4 = 0, for consistency.

Remark 1.34. Given the last two examples, it is natural to wonder about F2[x]/x3. But if you try
to make it into a bialgebra in the same way, you run into trouble because

∆(x3) = ∆(x)3 = x2 ⊗ x + x⊗ x2 6= 0.

1.4. Classification theorems.

Definition 1.35. We say that a bialgebra B is primitively generated if it is generated as an algebra
by the space of primitive elements.

Proposition 1.36. Suppose that A∗ is a finite-dimensional, connected, commutative bialgebra over a field
k of characteristic 0. Suppose moreover that A∗ is primitively generated. Then

A∗ ∼=
⊗

E(xodd)

is an exterior algebra on odd-degree generators.

Proof. Step one: we show that the space P ⊆ A∗ of primitive elements is concentrated in odd
degrees. Suppose x ∈ P lies in degree 2k. Take N large enough so that xN = 0. Then

0 = ∆(xN) = xN ⊗ 1 + 1⊗ xN + ∑
i

(
N
i

)
xi ⊗ xN−i.

All terms live in different graded pieces of A ⊗ A and must be zero. In particular, we have
0 = Nx ⊗ xN−1. Since our field is characteristic zero, we conclude that xN−1 = 0. Repeating
as necessary, we conclude that x = 0.

Fri, Jan. 27

Step two: We already know that A∗ is generated in odd degrees. By graded-commutativity, these
odd-degree generators must all square to zero (since we are in characteristic zero). It thus only
remains to show that there are no additional relations between these generators. In other words,
supposing that {x1, . . . , xn} is an independent set of primitive generators, we wish to show that
the set of products in the xi’s is independent.

We argue by induction on n. In the base case n = 1, there is nothing to show. By assumption, xn
is independent of {x1, . . . , xn−1}. It follows that xn /∈ E(x1, . . . , xn−1) since xn is primitive, whereas

Lemma 1.37. In the bialgebra E(x1, . . . , xn−1), in which each xi is primitive, we have

P
(

E(x1, . . . , xn−1)
)
= Span{x1, . . . , xn−1}.

(The LHS is the vector space of primitive elements.)

Now suppose we have a relation
p + q · xn = 0,

where p and q are polynomial in x1, . . . , xn−1. Applying the coproduct gives

∆(p) + ∆(q)(xn ⊗ 1 + 1⊗ xn) = 0.
8



The expression q ⊗ xn appears as one of the terms in this expression. By the above, this term is
independent of the others, as the other terms live in A⊗ E(x1, . . . , xn−1). It follows that the term
q⊗ xn must be zero, so we conclude that q = 0, which implies p = 0. �

In fact, the primitively generated hypothesis is not necessary.

Theorem 1.38. [Hopf] Suppose that A∗ is a finite-dimensional, connected, commutative bialgebra over a
field k of characteristic 0. Then

A∗ ∼=
⊗

E(xodd)

is an exterior algebra on odd-degree generators.

Proof. Consider I = ker(ε) ⊆ A. We will use this notation often for this augmentation ideal.
Since A is connected, I is just A>0. We can consider the various powers of the ideal I, which give
a filtration of our graded algebra A∗:

A∗ = I0 ⊃ I ⊃ I2 ⊃ I3 ⊃ . . . .

We can then consider the various quotients In/In+1, which are graded k-vector spaces. These
assemble together to form the associated graded algebra to A∗ with respect to the ideal I:

gr∗I A∗ =
⊕
n≥0

In/In+1.

The algebra structure is given by maps

In/In+1 ⊗ Ik/Ik+1 −→ In+k/In+k+1.

Notice that each In/In+1 is already graded, so that gr∗I A becomes a bigraded ring. We refer to
the grading inherited from A∗ as the internal grading and the new grading in the direct sum
decomposition as the filtration grading. With respect to the internal grading, gr∗I A∗ is a graded-
commutative, connected finite-dimensional algebra. It is generated by the subspace I/I2.

Mon, Jan. 30

We wish to apply Proposition 1.36 to gr∗I A∗. To do so, we must transport the coalgebra structure
from A∗ to gr∗I A∗. In A∗, the coproduct on I takes shape

I ∆−→ (I ⊗ A)⊕ (A⊗ I).

It follows that, on In, it is

In ∆−→
n⊕

k=0

Ik ⊗ In−k.

By considering where this sends the subspace In+1, you can see that this descends to the quotient

In/In+1 ∆−→
n⊕

k=0

Ik/Ik+1 ⊗ In−k/In−k+1.

Since the multiplication and comultiplication are both induced from A∗, it follows that gr∗I A∗ is
also a bialgebra. Moreover, the coproduct on the generating set I/I2 takes the form

I/I2 ∆−→ (I/I2 ⊗ A/I)⊕ (A/I ⊗ I/I2),

which forces the generators to be primitive. We may now apply Proposition 1.36 to conclude that
gr∗i A∗ is an exterior algebra on the generating set I/I2.

Now if we lift the generators of gr∗I A∗ to generators of A∗, it follows that they generate an
exterior algebra, since any relation would descend to define a relation in gr∗I A∗. �
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There are similar results in positive characteristic. For example

Theorem 1.39. [C, Thm 2.5.C] Suppose that k is a field of characteristic 2 such that every element has a
square root (we say k is ‘perfect’). If A∗ is as in Theorem 1.38, then A is of the form

A∗ ∼=
⊗

i

k[xi]/(x2ni ),

where the xi are primitive and may be of any (positive) degree.

We have a similar classification theorem in the ungraded case.

Theorem 1.40. Suppose that k is algebraically closed of characteristic zero and that B is a commutative,
finite bialgebra. Then B is isomorphic to the bialgebra kM for some monoid M.

Remark 1.41. If we do not assume k to be algebraically closed, then the statement is not even true
as algebras. For example, C is a finite R-algebra, but it is not isomorphic to RS for some set S.

Note that this is different from what we saw in the graded situation: all positive degree elements
in an A∗ as in Theorem 1.38 are nilpotent, whereas a ring of functions RM will not have any
nilpotent elements (since R has none).

Corollary 1.42. Let k = k of characteristic zero, and let B be a cocommutative, finite R-bialgebra. Then
B ∼= R[M] for some monoid M.

Proof of Theorem 1.40. Let M = mSpec(B), the maximal ideal spectrum of B. We give this a monoid
structure as follows: We take I = ker ε as the unit element of M. The multiplication is

M×M = mSpec(B)×mSpec(B) ∼= mSpec(B⊗ B) ∆∗−→ mSpec(B) = M.

Hilbert’s Nullstellensatz then allows us to identify B with the ring of functions on M, its maximal
ideal spectrum, assuming that B is reduced (has no nilpotent elements). But in fact a Theorem of
Cartier says that commutative bialgebras in characteristic zero are reduced! �

Wed, Feb. 1

2. HOPF ALGEBRAS

Recall that bialgebras were modeled on monoid rings R[M] or functions on a monoid RM. If we
ask in addition the monoid to be a group, we arrive at the notion of a Hopf algebra.

Definition 2.1. A Hopf algebra H is a bialgebra equipped with a linear map (called the antipode

or conjugation) χ : H S−→ H such that the diagrams

H ⊗ H
id⊗χ // H ⊗ H

µ

��
H

∆

OO

ε
// R

η
// H

H ⊗ H
χ⊗id // H ⊗ H

µ

��
H

∆

OO

ε
// R

η
// H

These diagrams are precisely what you get by translating the defining property of group in-
verses (g · g−1 = e = g−1 · g) into diagrams. Just as we always have e−1 = e in a group, we
similarly get that χ(1) = 1 in a Hopf algebra.

Example 2.2. The group ring R[G] is a Hopf algebra for any group G. The antipode is specified
on the basis elements by χ(g) = g−1.

10



Example 2.3. Similarly, the dual bialgebra RG is also a Hopf algebra. The antipode is given by
χ(g∗) = (g−1)∗.

In the graded setting, we ask further that χ be a graded linear map.

Example 2.4. Let ER(x) be a bialgebra (so x is in odd degree if the characteristic of R is not 2).
Then the antipode χ(x) = −x makes ER(x) into a Hopf algebra.

Example 2.5. Let R[x] be a bialgebra (so x is in even degree if the characteristic of R is not 2). Then
the antipode χ(xn) = (−1)nxn makes R[x] into a Hopf algebra.

Example 2.6. If we dualize the previous example, write xn for the dual basis element to xn. Then
Γ(x) := Hom(R[x], R) ∼=

⊕
n R{xn}. The unit is the identification R ∼= R{x0}, and the counit

projects onto the summand R{x0}. The comultiplication is

R{xn} −→
⊕

i

R{xi} ⊗ R{xn−i}.

What is perhaps surprising is the product formula, which comes from the coproduct in R[x]. Since
the term xi ⊗ xj appears with coefficient (i+j

i ) in the expression for ∆(xi+j), it follows that, in
Γ(x), we have xi · xj = (i+j

i )xi+j. This is known as the divided powers algebra. The antipode is
χ(xn) = (−1)nxn just as in the polynomial algebra.

Fri, Feb. 3

Proposition 2.7. Suppose that B∗ is a connected, graded bialgebra. Then B∗ admits a unique antipode.

Proof. We argue by induction on degree. If x ∈ B1, we know (since B∗ is connected) that x is
primitive, and ε(x) = 0. Thus

µ(id⊗ χ)∆(x) = µ(id⊗ χ)(x⊗ 1 + 1⊗ x) = x + χ(x)

must be zero, which forces χ(x) = −x. Now suppose that we have defined χ in degrees < n. If
x ∈ Bn, we have ε(x) = 0, so that

µ(id⊗ χ)∆(x) = µ(id⊗ χ)(x⊗ 1 + 1⊗ x + ∑
(x)

(x1 ⊗ x2) = x + χ(x) + ∑
(x)

xiχ(x2)

must be zero. Since each x2 is in degree less than n, we have already defined χ(x2), so that this
gives an inductive formula for χ(x). �

Notation 2.8. In the proof, we employed Sweedler’s notation for the coproduct:

∆(x) = ∑
(x)

x1 ⊗ x2.

Proposition 2.9. Suppose H is a Hopf algebra. Then H
χ−→ H is an algebra anti-homomorphism, meaning

that χ(1) = 1 and χ(xy) = (−1)deg(x)deg(y)χ(y)χ(x).

In order to prove this, it is useful to introduce the following idea. Suppose that C is a coalgebra
and A is an algebra. Then there is a way to combine two maps C ⇒ A: define the convolution
operation by

f ∗ g : C ∆−→ C⊗ C
f⊗g−−→ A⊗ A

µ−→ A.
In Sweedler notation, this is written as ( f ∗ g)(x) = ∑(x) f (x1)g(x2).

Exercise 2.10. If C is a coalgebra and A is an algebra, then the convolution makes Hom(C, A)

into an R-algebra with unit given by C ε−→ R
η−→ A. (This will be on homework.)

11



In this language, if H is a Hopf algebra, then the antipode χ is the multiplicative inverse to idH
in the convolution algebra Hom(H, H).

Proof of Proposition 2.9. Recall that we can consider H ⊗ H as a coalgebra, with comultiplication

H ⊗ H ∆⊗∆−−→ H ⊗ H ⊗ H ⊗ H id⊗τ⊗id−−−−→ H ⊗ H ⊗ H ⊗ H

and counit ε⊗ ε. In Sweedler notation, the comultiplication is a⊗ b 7→ ∑(a),(b)(−1)deg(b1)deg(a2)a1⊗
b1 ⊗ a2 ⊗ b2

In Hom(H ⊗ H, H), we want to compare χ ◦ µ with µ ◦ τ ◦ (χ⊗ χ). We will show that they are
both multiplicative inverses to µ.

χµ ∗ µ := µ ◦ (χµ⊗ µ) ◦ (id⊗ τ ⊗ id)(∆⊗ ∆)

= µ ◦ (χ⊗ id) ◦ (µ⊗ µ) ◦ (id⊗ τ ⊗ id)(∆⊗ ∆)

Since µ is a coalgebra map (from the definition of bialgebra), we can rewrite this as

µ ◦ (χ⊗ id) ◦ ∆ ◦ µ = εµ = ε⊗ ε,

where the last equality holds since ε is an algebra map. For variety, we analyze the convolution
µ ∗ (µτ(χ⊗ χ)) using Sweedler notation:(

µ ∗ (µτ(χ⊗ χ))
)
(a⊗ b) = ∑

(a),(b)
(−1)deg(a2)deg(b)a1b1χ(b2)χ(a2)

= ∑
(a)

a1ε(b)a2 = ∑
(a)

a1a2ε(b) = ε(a)ε(b) = (ε⊗ ε)(a⊗ b).

Note that the sign disappeared since ε(b) is only nonzero if deg(b) = 0. Now the usual trick
showing that a left inverse and right inverse agree finish the proof:

χµ = χµ ∗
(

µ ∗ (µτ(χ⊗ χ))
)
=
(

χµ ∗ µ
)
∗ (µτ(χ⊗ χ))) = µτ(χ⊗ χ)

�
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Mon, Feb. 6

Proposition 2.11. Suppose that H is a commutative (or cocommutative) Hopf algebra. Then χ2 = id.

Exercise 2.12. This will be on your next homework.

Example 2.13. If H and H′ are Hopf algebras, then H ⊗ H′ inherits a Hopf algebra structure as
well. In particular, we get a Hopf algebra structure on R[x, y, z] ∼= R[x]⊗ R[y]⊗ R[z].

Example 2.14. Consider the noncommutative ring R〈x, y〉. We similarly make this into a Hopf
algebra by making both x and y primitive. Since we are not hoping for commutativity, there is no
harm in placing the generators in degree 1 here. We again get χ(x) = −x and χ(y) = −y. But
note that Proposition 2.9 gives that χ(xy) = −yx if we place x and y in degree 1. More generally,
we get

χ(xnyk) = (−1)nk+n+kykxn.
This is also known as the tensor algebra R〈x, y〉 ∼= T(x, y).

Example 2.15. More generally, if V ∼= k{x1, . . . , xn} is an n-dimensional vector space, the tensor
algebra T(V) is the noncommutative ring k〈x1, . . . , xn〉. We place each xi in degree 1, and there
is a unique Hopf algebra structure. Necessarily, each xi is primitive, and the coproduct can be
described as follows. Given natural numbers p and q, a (p, q)-shuffle is a permutation σ of n =
p + q letters such that

σ(1) < σ(2) < · · · < σ(p), σ(p + 1) < · · · < σ(n).

Think of shuffle a set of p cards with a set of q cards. We denote by Xp,q the set of (p, q)-shuffles.
Then the coproduct formula in T(V) is

∆(v1 · · · vk) = ∑
p+q=k

σ∈Xp,q

(−1)sgn(σ)vσ(1) · · · vσ(p) ⊗ vσ(p+1) · · · vσ(k).

Exercise 2.16. The tensor algebra T(V) is cocommutative.

Before giving more examples, we return to discuss classification theorems in the non-finite case.

Notation 2.17. Let A be a connected bialgebra and I ⊆ A the augmentation ideal. The R-module
QA := I/I2 is called the module of indecomposables of A. This is the submodule spanned by a
set of algebra generators.

Theorem 2.18 (Leray). [C, Thm 3.8.3] Let R = k be a field of characteristic zero. Let H be a connected,
commutative Hopf algebra over k. Then H is isomorphic, as an algebra, to the free, graded commutative
algebra on QH.

Decomposing QH into its even degree part QH+ and its odd degree part QH−, the previous
result says that H ∼= P(QH+) ⊗ E(QH−). Just as in the finite case, we have a similar result in
positive characteristic.

Theorem 2.19 (Borel). [C, Thm 2.5.B] Let R = k be a perfect field of characteristic p. Let H be a
connected, commutative Hopf algebra over k. Then

A ∼=
⊗

i

k[xi]⊗
⊗

j

k[yj]/ypni

j

as algebras.
13



2.1. Rooted trees and quasi-symmetric functions.

Example 2.20. (The Hopf algebra of rooted trees, [LR]) Let Tn be the k-vector space with basis
given by the set of rooted, binary, planar trees with n internal vertices (and thus n + 1 ‘leaves’).
The root is a choice of distinguished external vertex. A tree is binary when each internal vertex is
trivalent. Here ’planar’ refers to having a chosen embedding in the plane, so that we know which
branch is "left" and which branch is "right" at a vertex.

T0 = k
{ }

, T1 = k
{ }

, T2 = k

 ,

 ,

The dimension of Tn is the Catalan number (2n)!
(n+1)!n! . We make T := ⊕nTn into a graded Hopf

algebra as follows.

First, we declare the tree to be the multiplicative unit. Now suppose that T1 and T2 are trees
in positive degrees. There is an operation on trees called grafting which identifies the roots of the
two trees, and attaches a new root to the result. The grafting operation is sometimes denoted by
the symbol ∨. We may write

T1 = L1 ∨ R1, T2 = L2 ∨ R2.

We then (inductively) define the multiplication in T by

T1 ∗ T2 := L1 ∨ (R1 ∗ T2) + (T1 ∗ L2) ∨ R2.

Wed, Feb. 8

Some examples are

∗ = ∨
(
∨

)
+

(
∗

)
∨

= +

(2.21)

∗ = ∨

 ∗

+

(
∗

)
∨

= +

(2.22)

∗ = ∨
(

∗
)
+

 ∗

 ∨

= + +

(2.23)

In particular, the last two examples show this is not commutative.
14



The coproduct is similarly given by a recursive formula. If T = L ∨ R, then

∆(L ∨ R) = ∑
(L)(R)

(L1 ∗ R1)⊗ (L2 ∨ R2) + (L ∨ R)⊗ .

For example, we have

∆
( )

= ∗ + ∗(2.24)

as must be the case since T is connected.

∆

  =

(
∗

)
⊗
(
∨

)
+
(
∗

)
⊗
(
∨

)
+ ⊗

= ⊗ + ⊗ + ⊗

(2.25)

∆

  =
(
∗

)
⊗
(

∨
)
+

(
∗

)
⊗
(
∨

)
+ ⊗

= ⊗ + ⊗ + ⊗

(2.26)

∆


 =

(
∗

)
⊗

 ∨

+

(
∗

)
⊗
(

∨
)

+

 ∗

⊗ ( ∨
)
+ ⊗

= ⊗ + ⊗ + ⊗ + ⊗

(2.27)

The last example shows that T is not cocommutative.

Theorem 2.28 (Loday-Ronco, [LR, Thm 3.8]). The Hopf algebra T is isomorphic to a tensor algebra
T(W) on the set

W =
{
∨ T | T ∈ T

}
.

Example 2.29. (The dual to T , [AS]) It turns out the dual Hopf algebra T Sym := T ∨ has a some-
what nicer structure. We denote by {Ft | t ∈ T } the dual basis. Say a tree t divides at a leaf ` to
trees t1 and t2 if t1 consists of the tree to the left of (and including) `, whereas t2 is the tree to the
right of `. We write t → (t1, t2), suppressing the leaf `. For example, dividing at the middle leaf

15



gives

→
(

,
)

.

Then the coproduct in T Sym is given by

∆(Ft) = ∑
t→(t1,t2)

Ft1 ⊗ Ft2 .

Fri, Feb. 10

Some examples of the coproduct calculation are

∆
(

F
)
= F ⊗ F + F ⊗ F + F ⊗ F

and

∆
(

F
)
= F ⊗ F + F ⊗ F + F ⊗ F + F ⊗ F

The second example shows that the T Sym is not cocommutative.
For the product, suppose that t ∈ Tn and s ∈ Tk. Let (t0, . . . , tk) be the result of subdividing t

at a multiset (allows repetition) of leaves. Define the tree (t0, . . . , tk)/s to be the result of planting
each tree ti in leaf i of s. Then the product in T Sym is given by

Ft · Fs := ∑
t→(t0,...,tk)

F(t0,...,tk)/s.

For example, we have
F · F = F + F

F · F = F + F + F

F · F = F + F + F

The last two examples show that T Sym is not commutative. Just as T was neither commtuative
nor cocommutative, the same is true of T Sym.
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Mon, Feb. 13

See Theorem 6.1 of [AS] for an explicit description of the antipode in T Sym (under a different
choice of basis).

Example 2.30. (Quasi-symmetric functions) Recall that a composition of a natural number n is
an (ordered) tuple (a1, . . . , ak) of positive integers that sum to n. The algebra Q Sym of quasi-
symmetric functions is a graded, connected Hopf algebra. In degree n, it has the monomial basis
{Mα | α is a composition of n}. Note that there is a single composition of 0, namely the empty
composition, making Q Sym connected. One interpretation is as the power series

Mα = ∑
i1<···<ik

xa1
i1

. . . xak
ik

.

in the ring RJx1, x2, . . .K. Note that the power series Mα is not symmetric in the xi, but it is shift-
invariant, which explains the name “quasi-symmetric”. This interpretation as power series gives
the multiplication. This can be described in terms of quasi-shuffles: a quasi-shuffle of the compo-
sitions (a1, . . . , ak) and (b1, . . . , bn) is the result of first shuffling, and next replacing some adjacent
pairs (ai, bj) by ai + bj. Denoting by qX(α, β) the set of quasi-shuffles of α and β, the multiplication
is

Mα ·Mβ = ∑
γ∈qX(α,β)

Mγ.

For example, we have
M1 ·M1 = M2 + 2M(1,1),

M1 ·M2 = M3 + M(1,2) + M(2,1),

M(1,2) ·M3 = M(1,2,3) + M(1,3,2) + M(3,1,2) + M(1,5) + M(4,2).
This product is commutative, though not in the graded sense. The coproduct is given by

∆
(

M(a1,...,an)

)
=

n

∑
i=0

M(a1,...,ai) ⊗M(ai+1,...,an).

For example,

∆
(

M(1,2)

)
= 1⊗M(1,2) + M1 ⊗M2 + M(1,2) ⊗ 1.

In particular, Q Sym is not cocommutative.

There is a simple description of the antipode in this basis. To describe it, we first introduce a
partial ordering on the set of compositions of n: say that

(2.31) α < β if α is obtained from the composition β by combining some adjacent parts.

A justification for this order relation is

Lemma 2.32. Subsets of {1, . . . , n− 1} are in bijection with compositions of n.

The idea is that if {x1, . . . , xk} is a subset, written in increasing order, then (x1, x2 − x1, x3 −
x2, . . . , n− xk) is a composition of n. Now the partial order we introduced on the set of composi-
tions corresponds to the partial order of P{1, . . . , n− 1} given by subset inclusion.

Also, if β = (b1, . . . , bk) is a composition of b, then the reverse composition is revβ =
(bk, . . . , b1).

Proposition 2.33 (Ehrenborg [E], Malvenuto [M]). The antipode is given by

χ(Mα) = (−1)α ∑
β≤α

Mrevβ.

17



Example 2.34.
χ(Mn) = −Mn, χ(M(a,b)) = M(a+b) + M(b,a)

χ(M(a,b,c) = −M(c,b,a) −M(c+b,a) −M(c,b+a) −M(a+b+c)

Another choice of basis for Q Sym is the so-called Fundamental basis. This is defined as

Fα := ∑
β≥α

Mβ.

For example,

F1 = M1, F2 = M2 + M(1,1), F3 = M3 + M(2,1) + M(1,2) + M(1,1,1)

F(2,1) = M(2,1) + M(1,1,1)

Remark 2.35. We can think of the formula defining the Fundamental basis in terms of the Mono-
mial basis as saying that the change-of-basis matrix is upper-triangular, with 1’s above the diago-
nal. This means that the reverse change-of-basis is pretty simple (see Möbius inversion on HW3).
For example,

M2 = F2 − F(1,1), M3 = F3 − F(2,1) − F(1,2) + F(1,1,1).

Wed, Feb. 15

2.2. Relating to the Hopf algebra of trees. Given a tree T ∈ Tn, label the leaves 0 through n,
moving from left to right. Then let L(T) ⊆ {1, . . . , n− 1} be the set of leaves (excluding the outer
ones) which are Left-pointing. We will abuse notation, using Lemma 2.32, and write L(T) for the
associated composition.

Proposition 2.36 ([AS, Thm 1.5]). Define T Sym L−→ Q Sym by L(FT) = FLT. Then L is a surjective
map of Hopf algebras.

Example 2.37. We have
F 7→ F1 = M1

F 7→ F2 = M2 + M(1,1)

F 7→ F(1,1) = M(1,1)

Exercise 2.38. Check that

L
(

F · F
)
= L

(
F

)
· L
(

F
)

Remark 2.39. We can use the change-of-basis relating the Monomial basis to the Fundamental
basis in Q Sym in order to define an analogue of the Monomial basis in T Sym. This requires a
choice of partial order on the set of planar, binary trees (see the Tamari order in §1.1 of [AS]).
Using this basis, it can be shown that the Hopf algebra surjection L is given by

L(MT) =

{
ML(T) 6⊂ T
0 else

.

See [GR, Prop 5.23] for the Hopf algebra structure expressed in this basis.
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Example 2.40. (The Leibniz-Hopf algebra) Just as we considered the dual pair (T , T Sym) of Hopf
algebras, we here consider the dual to Q Sym. This has a number of equivalent descriptions, and
is variously called the Leibniz-Hopf Algebra, Solomon’s Descent algebra Sol, and the algebra
N Sym of noncommutative symmetric functions.

Let {Hα} be the basis of N Sym dual to the monomial basis of Q Sym.

Proposition 2.41. The Hopf algebra N Sym is isomorphic to the tensor algebra

N Sym ∼= T(H1, H2, H3, . . . ),

with coproduct on the algebra generators given by

∆(Hn) = ∑
i+j=n

Hi ⊗ Hj,

where H0 = 1 is the identity element.

Proof. First recall the comultiplication in the monomial basis in QSym: writing β · γ for the con-
catenation of two compositions, we saw that

∆(Mα) = ∑
α=β·γ

Mβ ⊗Mγ.

This implies that, in the dual, we have

Hβ · Hγ = Hβ·γ.

Since every composition is a (unique) concatenation of singletons, it follows that each basis el-
ement Hα is uniquely expressible as a product of Hn’s, so that N Sym is the tensor algebra as
claimed.

To determine the coproduct on the Hn’s, we must determine how Mn can appear as a term in
a product of monomial basis elements in QSym. But the only way to quasi-shuffle Mα and Mβ

to yield Mn is if both α and β are singletons that sum to n. This gives the desired coproduct on
Hn. �

Proposition 2.42. The antipode in N Sym is given by

χ(Hα) = ∑
β≥α

(−1)βHrevβ.

Proof. In general, if H is a Hopf algebra and D is the dual Hopf algebra, then for d ∈ D, the
antipode can be computed as χD(d) = d ◦ χH. So given Hα, we wish to know the coefficient of
Hrevβ in χN (Hα). We determine this coefficient by evaluating on Mrevβ, and we find

χN (Hα)(Mrevβ) = Hα(χQMrevβ) = ∑
γ≤revβ

(−1)βδα,rev(γ) =

{
(−1)β revα ≤ revβ
0 else

�

Fri, Feb. 17

By dualizing Proposition 2.36, we get a Hopf algebra morphism in the other direction. In order
to describe it, let us denote by Ra the tree the a internal nodes, all on the left branch (this is called
a right comb). For example, R3 is

R3 =
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Proposition 2.43. There is an injection of Hopf algebras N Sym R−→ T given on the generators by

R(Hn) = Rn.

Proof. By dualizing the map of Proposition 2.36, we get an injection of Hopf algebras as claimed.
It remains to explicitly determine the mapR.

Since N Sym is a tensor algebra (free associative algebra), it suffices to specify it on the algebra
generators, which are the Hn. Recall that Hn was defined to be the dual basis element to Mn.
Unfortunately, the adjoint map L was defined using the Fundamental basis of QSym rather than
the monomial basis. In order to determine R(Hn), we must find all trees T such that Mn shows
up as a term in L(FT). However, since the singleton composition (n) was minimial in our partial
order, this means that Mn is a term of Fn and of no other Fundamental basis element in degree n.
Thus it suffices to find all trees T for which Fn shows up as a term in L(FT). But L(FT) = FL(T),
by definition, and recall that the singleton composition (n) corresponds to the subset ∅ ⊆ [n− 1].
Thus the required tree T has none of its leaves pointing to the left, which means it must be the right
comb. �

Exercise 2.44. Verify that the assignmentR(Hn) = Rn preserves coproducts.

2.3. Hopf ideals, quotient Hopf algebras. The next example we will give will be a quotient of
N Sym, but we first need to discuss how to make sense of quotient Hopf algebras.

Recall that given an algebra A, and an ideal I ⊆ A, we can make sense of a quotient algebra
A/I, and we get a surjective ring map A � A/I. On the other hand, we think of group algebras
as typical examples of Hopf algebras, and there we know that we need a normal subgroup H ≤ G
in order to make sense of a quotient group G/H.

Definition 2.45. Suppose that the ground ring R is a field. A Hopf algebra morphism A −→ B is
called normal if the two compositions

IA ⊗ B −→ B⊗ B
µ−→ B, B⊗ IA −→ B⊗ B

µ−→ B

have the same image in B. Dually, we say that the map of Hopf algebras is conormal if the kernels
of the two maps

A ∆−→ A⊗ A −→ JB ⊗ A, A ∆−→ A⊗ A −→ A⊗ JB

agree, where JB := coker(R
η−→ B).

We have written things in this way for symmetry, but actually the composition IB ↪→ B� JB is
an isomorphism. Using the isomorphism JB ∼= IB, the surjection B� IB is b 7→ b− ε(b) · 1.
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Mon, Feb. 20
Note that another way to describe the normality condition is to say that the left ideal in B

generated by IA agrees with the right ideal generated by IA.

Example 2.46. Let H E G be a normal subgroup of a finite group. Then the restriction RG −→
RH along the inclusion of H in G is a conormal Hopf algebra map. To see this, note first that
JRH = RH/R, the quotient of RH by the subspace of constant functions. Given the identification
RH ⊗ RG ∼= RH×G, it follows that we can identify JRH ⊗ RG ∼= RH×G/(left H-invariant functions).
Thus the kernel of RG −→ JRH ⊗ RG can be identified with the space of left H-invariant functions
on G.

Similarly, the other kernel is the space of right-H-invariant functions on G. But if f ∈ RG is
left-H-invariant, then

f (g · h) = f (g · h · g−1 · g) = f (h′ · g) = f (g),
so f is equivalently right-H-invariant. This shows that RG −→ RH is conormal.

Remark 2.47. If R is not a field, then the definition of (co)normal needs an extra hypothesis that
the quotient B −→ B/(IA · B) is a split surjection. But a surjection of vector spaces always has a
splitting, so this condition can be ommited when R is a field.

If A
f−→ B is normal, we denote by B// f the quotient

B// f := B/(IA · B) = B/(B · IA).

This can also be described as B// f ∼= R⊗A B ∼= B⊗A R. When f is an inclusion, we typically write
B//A for the quotient.

Proposition 2.48. Suppose that A
f−→ B is a normal map of Hopf algebras. Then B// f inherits a Hopf

algebra structure, and the quotient B −→ B// f is a Hopf algebra map.

Proof. We must define η, µ, ε, ∆, and χ. The unit is easy, as we can just use the unit of B, together
with the quotient B −→ B// f . In order to see that the multiplication in B descends to a multipli-
cation in B// f , we must check that if {bi} are elements of B and {aj} are elements of IA, then the
combinations ∑i,j biaj and ∑i,j ajbi lie in B · IA = IA · B. But this holds, by the normality condition.

The counit is induced by εB. More precisely, since f is a Hopf algebra map, we know that
f (IA) ⊆ IB, so that we can take the counit to be B/(IA · B) −→ B/(IB · B) ∼= R. For the comultipli-
cation, it suffices to see that

B ∆−→ B⊗ B −→ B// f ⊗ B// f
sends IA · B to zero. But Lemma 2.49 implies that ∆(IA · B) ⊆ IA · B⊗ B + B⊗ IA · B, which gets
collapsed in B// f ⊗ B// f . �

Lemma 2.49. Let A be a bialgebra. Then ∆(IA) ⊆ IA ⊗ A + A⊗ IA.

Proof. The main idea is to use the splitting A ∼= IA ⊕ R given by a 7→ (a− ε(a) · 1, ε(a)). This gives
an isomorphism

A⊗ A ∼= (R⊗ R)⊕ (IA ⊗ A + A⊗ IA) ,

so that IA ⊗ A + A⊗ IA = ker(A⊗ A ε⊗ε−−→ R⊗ R). Now the square

A ∆ //

ε
��

A⊗ A

ε⊗ε
��

R ∼=
// R⊗ R

commutes, which implies the statement of the lemma �
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Wed, Feb. 22

Of course, we have a dual result in the conormal context. If A
g−→ B is conormal, we write A\\g

for the kernel

A\\g := ker(A ∆−→ A⊗ A −→ JB ⊗ A) ∼= ker(A ∆−→ A⊗ A −→ A⊗ JB).

Proposition 2.50. Suppose that A −→ B is a conormal map of Hopf algebras. Then A\\g inherits a Hopf
algebra structure, and the inclusion A\\g −→ A is a Hopf algebra map.

Proposition 2.48 gives a way of producing new Hopf algebras in analogy with what we do in
the world of groups. On the other hand, this is not quite what we do when forming quotient
algebras: there, we start just with an ideal I ⊆ A rather than a subalgebra. There is a similar notion
for Hopf algebras, generalizing the property we saw in Lemma 2.49.

Definition 2.51. A two-sided ideal L ⊆ IA inside a Hopf algebra is called a Hopf ideal if

∆(L) ⊆ L⊗ A + A⊗ L.

We then get

Proposition 2.52. If L ⊆ A is a Hopf ideal, then A/L inherits a Hopf algebra structure, and the quotient
A� A/L is a surjection of Hopf algebras.

In the course of Proposition 2.48, we showed that if A
f−→ B is a normal map of Hopf algebras,

then IA · B ⊆ B is a Hopf ideal.

Example 2.53. Let B be a commutative Hopf algebra, and y ∈ B a primitive element. Then L = (y)
is a Hopf ideal, and we have a surjection of Hopf algebras B −→ B/y.

Example 2.54. For instance, take B = F2[x1] and y = x2n

1 . We then have the Hopf quotient

F2[x1]� F2[x1]/(x2n

1 ).

On the other hand, x3
1 does not generate a Hopf ideal, and correspondingly F2[x1]/x3

1 is not a Hopf
algebra.

Example 2.55. In B = TF2(x1, x2) with ∆(x2) = x1 ⊗ x1, consider the 2-sided ideal L generated by
(x2

1, x2
2 + x1x2x1). We claim this is a Hopf ideal. x2

1 is primitive, but showing that ∆(x2
2 + x1x2x1) ∈

L⊗ B + B⊗ L is not immediate.
Assuming the claim, it follows that the quotient TF2(x1, x2)/(x2

1, x2
2 + x1x2x1) is a Hopf algebra.

We claim it is finite-dimensional.

basis degree
1 0
x1 1
x2 2

x1x2, x2x1 3
x2

2 4
x2x1x2 5

x3
2 6

In the figure, a black segment (going up) denotes left multiplication by x1, and the blue curves
denote left multiplication by x2.
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3. THE STEENROD ALGEBRA

Example 3.1. (The mod 2 Steenrod algebra) The Steenrod algebra will be a quotient of the Leibniz-
Hopf algebra, working over F2. We define LAdem ⊆ N SymF2

to be the two-sided ideal generated
by the elements

ri,j := Hi Hj +
b i

2 c

∑
k=0

(
j− k− 1

i− 2k

)
Hi+j−k Hk, for 0 < i < 2j.

The relations generating L are known as the Adem relations. We define the mod 2 Steenrod
algebra to be the quotient

A := N SymF2
/LAdem.

We will denote by i the image of Hi in A. This is pronounced “square i” and usually written
as Sqi. These elements are known as the “Steenrod squares”.

Example 3.2. Taking i = j = 1, we have the Adem relation

1 1 = 0 · 2 = 0,

so that 1 becomes an exterior element in A. Taking i = 1 and j = 2, we have

1 2 = 1 · 3 = 3 ,

so that the generator H3 becomes decomposable in A.

Fri, Feb. 24

Exercise 3.3. Show that 1 2n = 2n + 1 for any n.

Exercise 3.4. Show that 2n− 1 n = 0.

If I = (i1, i2, . . . , ik) is a sequence of nonnegative integers, we will write I for the product
i1 i2 . . . ik . Say that a monomial I is admissible if ir ≥ 2ir+1 for all r < k and ik ≥ 1. We also

include 0 = 1 as an admissible monomial. Then one interpretation of the Adem relations is that
they express an inadmissible monomial i j as a sum of admissible monomials. For example,

2 2 can be written as the admissible monomial 3 1 . We will show below that the admissible
monomials give a basis for A. We will largely follow [SE] in this discussion.

Proposition 3.5. The admissible monomials span A.

Proof. For monomials of length 2, this is exactly given by the Adem relations. What is not imme-
diate is that repeatedly applying Adem relations to a longer monomial will eventually produce a
sum of admissible monomials. The key is to introduce the moment of I , which is defined as

m( I ) = i1 + 2i2 + · · ·+ kik.

Then each application of an Adem relation strictly reduces the moment. It follows that the Adem
relations can only be applied to I finitely many times, meaning that eventually all terms will be
admissible. �
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For example, applying Adem relations first on the left and then on the right gives

2 4 5 = 6 5 + 5 1 1 = 6 5 =

(
4
6

)
11 +

(
3
4

)
10 1 +

(
2
2

)
9 2 +

(
1
0

)
8 3

= 9 2 + 8 3

Mon, Feb. 27

In order to show linear independence, we will apply a linear map to a polynomial ring and
show that the results are independent.

One tool that we will employ is the action of A on polynomial algebras.

Proposition 3.6. Let Pn = F[x]⊗n, where deg(x) = 1. Then there is a (left) action ofA on Pn, determined
by the following:

(1) k (xn) = (n
k)xn+k

(2) (Cartan formula) For polynomials p(x), q(x), we have k (p(x)q(x)) = ∑i+j=k i (p(x)) j (q(x)).

We will not prove Proposition 3.6, though it is a special case of Proposition 3.16 (which we will
also not prove).

An important reinterpretation of the Cartan formula is that the diagram

N SymF2
⊗Pn ⊗ Pn

id⊗µ

��

∆⊗id // N SymF2
⊗N SymF2

⊗Pn ⊗ Pn
∼= // N SymF2

⊗Pn ⊗N SymF2
⊗Pn

��
Pn ⊗ Pn

µ

��
N SymF2

⊗Pn // Pn

commutes. The same diagram also commutes when replacingN SymF2
byA, though we have not

yet shown that ∆ descends to A.
Let us denote by σn = x1x2 . . . xn ∈ F[x1, . . . , xn], the nth elementary symmetric function.

Proposition 3.7. The functionA ωn−→ Pn defined by ωn(θ) = θ(σn) sends admissible sends the admissible
monomials in degree ≤ n to linearly independent polynomials.

Corollary 3.8. The function A ωn−→ Pn defined by ωn(θ) = θ(σn) is injective in degrees ≤ n.

We will see later that ωn vanishes in degree larger than n, so this result is optimal.
We will prove Proposition 3.7 now, though we handle one preliminary result first. Since we

will often need to compute binomial coefficients mod 2, recall that these can be easily computed:
Lucas’s theorem states that is a = an2n + an−12n−1 + . . . a0 and b = bk2k + · · ·+ b0, with ai, bi ∈
{0, 1}, then (

a
b

)
≡∏

i

(
ai

bi

)
(mod 2).

In particular, since each (ai
bi
) is zero only if ai = 0 and bi = 1, it follows that (a

b) is zero exactly when

b contains some 2-adic digit that is not in a. In particular, the formula k (xn) = (n
k)xn+k yields

Lemma 3.9. i (x2n
) is nonzero only for i = 0, 2n.
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Proof of Proposition 3.7. The proof is by induction on n. The base case n = 1 is verified, since
0 (x) = x and 1 (x) = x2.

So now suppose the statement holds in the case of n− 1. Now consider some linear combination

∑
I adm

aI I (σn) = 0

where the sum is over admissible monomials of some fixed degree q ≤ n. We wish to show that
aI = 0 for all such I. By (downward) induction on the length of I, it suffices to show that aI = 0
for all I of largest length `(I) = m.

Suppose, for instance, that we know that aI vanishes for monomials of length 4 or higher. Then
we can write our relation as

(3.10) ∑
I adm
`(I)=3

aI I (σn) + ∑
I adm
`(I)≤2

aI I (σn) = 0.

Wed, Mar. 1

For the induction step, we wish to show that all aI vanish if `(I) = 3. By the Cartan formula,
we have

I (x1 · · · xn) = ∑
J≤I

J (x1) I − J (x2 · · · xn),

where the comparison J ≤ I means pointwise (i.e. jr ≤ ir for all r). Let ϕ : F2[x1, . . . , xn] −→
{x8

1} · F2[x2, . . . , xn] be the projection. Since J (x1) = x8
1 only if J = (4, 2, 1), by Lemma 3.9, then

applying ϕ to (3.10) gives

∑
I adm
`(I)=3

aI x8
1 I − (4, 2, 1) (σn−1) = 0

Each I − (4, 2, 1) is admissible. In fact, subtracting (4, 2, 1) gives a bijection between admissible
monomials of length 3 and degree q to admissible monomials of length at most 3 and degree q− 7.
But now by the inductive hypothesis on n, we conclude that each aI must be zero. �

Proposition 3.7 implies that the admissible monomials are linearly independent. Thus we have
shown

Theorem 3.11 (Serre). The admissible monomials give a basis of A.

We now show that A is a Hopf algebra.

Theorem 3.12 (Milnor, 1958). The ideal L is a Hopf ideal inN SymF2
, so that A becomes a Hopf algebra.

Proof of Theorem 3.12. We wish to show that the composition

LAdem −→ N SymF2

∆−→ N SymF2
⊗N SymF2

q⊗q−−→ A⊗A
vanishes. Fix an (arbitrary) n. We will show that the composition vanishes in degrees ≤ n. Con-
sider the diagram

N SymF2

∆//

q
��

N SymF2
⊗N SymF2

q⊗q
// A⊗A

ωn⊗ωn
��

A ωn×ωn // F[x1, . . . , xn, y1,⊗, yn],

where the map labeled ωn × ωn is θ 7→ θ(σn(x)σn(y)). Again, the Cartan formula says that this
diagram commutes. If we restrict the (down, right) composition to LAdem, it vanishes by the
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definition of A. It follows that the clockwise composition also vanishes on LAdem. Since ωn ⊗ ωn
is injective by Proposition 3.8, we get the desired conclusion. �

Fri, Mar. 3

As A is a quotient of N SymF2
, the antipode formula (Prop 2.42) carries over to A:

Proposition 3.13. The antipode in A is given on monomials by

χ( I ) = ∑
J∈Comp(d(I))

J≥c I

revJ ,

where the ordering is the ordering on compositions given in (2.31).

For example, since the singleton composition is minimal in the partial order on compositions,
this implies that the antipode on n is the sum of the square’s on all compositions of n. But note
that many of these squares will be inadmissible, so this result is not expressed in the basis.

Example 3.14.
χ( 1 ) = 1 .

χ( 2 ) = 2 + 1 2 = 2 .

χ( 3 ) = 3 + 2 1 + 1 2 + 1 3 = 2 1 .

Note that the last computation agrees with the identity 3 = 1 2 , so that χ( 3 ) = χ( 2 )χ( 1 ).

Proposition 3.15. The element i is decomposable if and only if i is not a power of 2. In other words, A is
generated by the indecomposable elements { 1 , 2 , 4 , 8 , . . . }.

Proof. We saw already that, in the polynomial ring F2[x], the only nontrivial operations on x2n
are

0 and 2n . It follows that 2n is indecomposable.
To show that the other squares are decomposable, consider some 0 < i < 2n. Then the Adem

relation gives

i 2n =

(
2n − 1

i

)
2n + i + other (decomposable) terms,

which shows that 2n + i is decomposable, as the binomial coefficient is nonzero. �

We saw before that A acts on a polynomial algebra F2[x1, . . . , xn]. Recall that this polynomial
algebra can be identified with the cohomology ring H∗(RP∞ × · · · ×RP∞; F2). More generally,
we have

Proposition 3.16. The Steenrod algebra acts naturally on H∗(X; F2). Moreover, this action satisfies
(1) It is stable under suspension: for every i and n, the diagram

H̃n(X; F2)
i
//

σ ∼=
��

H̃n+i(X; F2)

∼= σ
��

H̃n+1(ΣX; F2)
i
// H̃n+i+1(X; F2)

commutes.
(2) If x ∈ Hn(X; F2), then n (x) = x2.
(3) If x ∈ Hn(X; F2) and i > n, then i (x) = 0.
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This action makes H∗(X; F2) into an A-algebra, meaning that the unit and multiplication of H∗(X; F2)
are both A-module maps.

We unravel the last statement. In order to state that the cup product is an A-module map, we
need to describe H ∗ (X)⊗H∗(X) as an A-module. The module structure is given by

A⊗H∗(X)⊗H∗(X)
∆−→ A⊗A⊗H∗(X)⊗H∗(X) ∼= A⊗H∗(X)⊗A⊗H∗(X)

a⊗a−−→ H∗(X)⊗H∗(X).

Given the description of the coproduct on A, this means that

n · (x⊗ y) = ∑
i+j=n

i (x)⊗ j (y).

Thus to say that the multiplication is an A-module map means that we have the formula

(Cartan) n (x · y) = ∑
i+j=n

i (x) · j (y).

This is also represented as in the diagram after Proposition 3.6.

Corollary 3.17. Suppose that X is a space such that H∗(X; F2) ∼= F2[xn]/xr
n, where r ∈ {3, . . . , ∞}.

Then n = 2k for some k.

Proof. We know that n xn = x2
n. On the other hand, if n is not a power of 2, then n is decompos-

able. Since there are no classes in the intermediate degrees between xn and x2
n, this implies that

n xn = 0. �

Wed, Mar. 8

3.1. The Dual Steenrod algebra.

Definition 3.18. We define A∗ := A∨ to be the dual Hopf algebra to A.

As A was a cocommutative Hopf algebra, it follows that A∗ is a commutative Hopf algebra.
Since A was a quotient of N SymF2

, it follows that A∗ is a sub-Hopf-algebra of QSymF2
.

Define zi ∈ A∗ to be dual to 2i−1, . . . , 2, 1 . Thus deg(zi) = 2i − 1. The elements zi are typically
written ζi or ξi.

Proposition 3.19. Under the inclusion A∗ ↪→ QSymF2
, the element zn maps to M(2n−1,2n−2,...,2,1).

Proof. We must check that, in the dual quotient map N SymF2
−→ A, the admissible monomial

2i−1, . . . , 2, 1 does not show up as a term in the image of any other basis element HI . If I is

admissible, this follows from the fact that the I , with I admissible, form a basis. Thus suppose
that I is inadmissible. In particular, suppose that I contains the substring (i, j), where i < 2j. It

suffices to show that applying the Adem relations to i, j does not produce a term of the form 2k

or 2k, 2k−1 .

We know that 2k cannot appear as a term in i, j , since 2k is indecomposable. So let’s rule

out terms of the form 2k, 2k−1 . Consider the (potential) Adem relation

i, j = 2k, 2k−1 + other terms.

In order for this to occur, we must have 2k−1 ≤ b i
2c, so that 2k ≤ i. But if i + j = 2k + 2k−1, this

forces j ≤ 2k−1, so that 2j ≤ 2k ≤ i, meaning that (i, j) is admissible. �
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Recall (Example 2.30) that in QSym, we have M2
1 = M2 + 2M1,1 ≡ M2. In particular, z2

1 6= 0.
Similarly, M1 ·M2 = M3 + M(1,2) + M(2,1), so z3

1 6= 0. By induction, you can show that zk
1 6= 0 for

all k. This is a special case of the following remarkable result.

Theorem 3.20 (Milnor, [M]). The dual Steenrod algebra A∗ is a polynomial algebra,

A∗ ∼= F2[z1, z2, . . . ],

where zi is dual to 2i−1, . . . , 2, 1 and has degree 2i − 1. The coproduct is given by

∆(zn) = ∑
0≤k≤n

z2k

n−k ⊗ zk,

and
χ(zn) = ∑

α∈Comp(n)
z2σ(1)

a1
· · · z2σ(`(α))

a`(α)
,

where σ(k) = ∑j<k aj

Proof sketch. For an admissible sequence I = (i1, . . . , ik), denote by γ(I) = (i1− 2i2, i2− 2i3, . . . , ik)
the sequence of excesses. Note that as I runs over the admissible sequences, γ(I) runs over the (fi-
nite) sequences of nonnegative integers. Ordering the admissible sequences by right lexicographic
ordering, the main step is to show that, for admissible sequences I and J,

〈zγ(J), I 〉 =
{

1 I = J
0 I < J.

Since the I give a basis forA, it follows that the monomials zγ(J) give a basis forA∗, which shows
that A∗ is a polynomial algebra.

We do not show this main step in full, but we carry out the argument in degree 4 as a demon-
stration. The two admissible sequences in degree 4 are (3, 1) and (4). We want to show that
zγ(3,1) = z1z2 and zγ(4) = z4

1 are linearly independent. This will show they give a basis in degree 4,
since we know (from A) that this is a two-dimensional space. We evaluate these two monomials
on the admissible squares in degree 4. The key for doing so is the following formula:

〈x · y, z〉 = 〈µ(x⊗ y), z〉 = 〈x⊗ y, ∆(z)〉 = ∑
(z)
〈x, z(1)〉 · 〈y, z(2)〉.

For example,

〈z1z2, 3, 1 〉 = 〈z1 ⊗ z2, ∆( 3, 1 )〉 = 〈z1 ⊗ z2, ∑
J≤p(3,1)

J ⊗ (3, 1)− J 〉

= 〈z1, 1 〉 · 〈z2, 2, 1 〉 = 1.

Similarly,

〈z1z2, 4 〉 = 〈z1, 1 〉 · 〈z2, 3 〉 = 1 · 0 = 0.

On the other hand,
〈z4

1, 4 〉 = 〈z1, 1 〉 · 〈z3
1, 3 〉 = 1

by induction. It follows that z1z2 and z4
1 are independent. �

Mon, Mar 20

We next write down some quotient Hopf algebras of A∗.
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Example 3.21. Consider the exterior algebra A∗/(z2
1, z2, z3, . . . ) ∼= F2[z1]/(z2

1). Note that once we
set z2 = 0, the coproduct formula ∆(z2) = z2

1 ⊗ z1 forces z2
1 = 0. This quotient is often written

either A(0)∗ or E(0)∗. Letting A(0) or E(0) denote the dual of A(0)∗ (or E(0)∗), we have an
inclusion A(0) ↪→ A, which realizes A(0) as the (exterior) subalgebra generated by 1 .

Example 3.22. On the recent worksheet, you were asked to consider A∗/(z2
1, z2

2, z3, . . . ) ∼=
EF2(z1, z2). This quotient is usually written E(1)∗. Again, we get an inclusion E(1) ↪→ A of
the dual Hopf algebra. The class z1, z2, and z1z2 in E(1)∗ dualize to give classes y1, y3, and y4 in
E(1). Since y1 6= 0 is in degree 1, we know it gets mapped to 1 ∈ A. To understand the image of
y3, recall that y3 was dual to z2, and that the latter was dual to 2, 1 . This means that

〈z2, 2, 1 〉 = 1, 〈z2, 3 〉 = 0.

Now the dual of z2, which we will temporarily call w3, should be an element of A3 characterized
by

〈z2, w3〉 = 1, 〈z3
1, w3〉 = 0.

However, as we saw last time, 〈z3
1, 2, 1 〉 = 〈z2

1, 2 + 1, 1 〉 = 1, which shows that w3 6= 2, 1 .

On the other hand, 〈z3
1, 3 〉 = 1, so that it follows that w3 = 2, 1 + 3 .

We could perform a similar analysis to determine the image of y4 in A4. But in E(1)∗, we have
∆(z1z2) = z1 ⊗ z2 + z2 ⊗ z1. This tells us that, in the dual, we must have y1 · y3 = y4 = y3 · y4. It
follows that

y4 7→ 1 ( 2, 1 + 3 ) = 3, 1 .

The element 2, 1 + 3 is typically denoted Q1, and we have just shown that E(1) ∼= E(Q0, Q1),

where Q0 := 1 . Furthermore, applying the coproduct formula shows that Q1 is primitive.

Example 3.23. More generally, we have

E(n)∗ = A∗/(z2
1, . . . , z2

n+1, zn+2, . . . ) ∼=
n+1⊗
j=1

F2[zj]/z2
j .

Note that setting z2
2 = 0 does not force z2

1 = 0. The formula ∆(z2
2) = z4

1 ⊗ z2
1 forces z4

1 = 0.

Example 3.24. Define

A(1)∗ = A∗/(z4
1, z2

2, z3, z4, . . . ) ∼= F2[z1, z2]/(z4
1, z2

2).

This is an 8-dimensional algebra, with top degree element z3
1z2, living in degree 6. The dual

A(1) ⊆ A turns out to be the subalgebra of A generated by 1 and 2 that we studied in ex-
ample 2.55.

More generally, we define

A(n)∗ = A∗/(z2n+1

1 , z2n

2 , . . . , z2
n+1, zn+2, . . . ) ∼= F2[z1, . . . , zn+1]/(z2n+1

1 , z2n

2 , . . . , z2
n+1).

This is an algebra of dimension 2
(n+1)(n+2)

2 , with top degree element in degree 2n+2(n− 1) + n + 5.

Proposition 3.25. The dual A(n) of A(n)∗ is the subalgebra of A generated by 1 , 2 , 4 , . . . , 2n .

Corollary 3.26. Each positive-degree element of A is nilpotent.

Wed, Mar. 22
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Proposition 3.27. For a (finite type) Hopf algebra H over a field, the quotient IH
q−→ QH = IH/I2

H

induces an injection (QH)∨
q∨−→ H∨ whose image is P(H∨).

Proof. We have an exact sequence of vector spaces

IH ⊗ IH
µ−→ IH

q−→ QH −→ 0.

As an exact sequence of vector spaces, it splits, so it follows that on passage to duals, the sequence

0 −→ (QH)∨
q∨−→ I∨H

∆−→ (IH)∨ ⊗ (IH)∨

is also (split) exact.
�

Example 3.28. The algebra generators 2n in A correspond to the primitive elements z2n

1 of A∗.
Beware, however, that while it is true that z2n

1 = 2n ∨, it is not true generally that zk
1 is dual to k .

For example,

z3
1 = 2, 1 ∨ + 3 ∨, z6

1 = 6 ∨ + 4, 2 ∨, z7
1 = 7 ∨ + 6, 1 ∨ + 5, 2 ∨ + 4, 2, 1 ∨.

Example 3.29. The algebra generators zn in A∗ give rise to primitive elements Qn−1 ∈ A2n−1. The
first few examples are

Q0 = 1 , Q1 = 2, 1 + 3 , Q2 = 4, 2, 1 + 5, 2 + 6, 1 + 7

4. COHOMOLOGY OF HOPF ALGEBRAS

Let H be a Hopf algebra over a field k. Note that the counit H ε−→ k is an algebra map and thus
makes k into anH-module (in a rather trivial way). Note that ifH is not commutative, we need to
take care to distinguish between left and right modules. Let us consider k as a leftH-module.

Definition 4.1. LetH be a Hopf algebra over a field k. We then define Hn(H) := Extn
H(k, k).

Recall that one way to compute Ext is as follows: let · · · −→ P1 −→ P0 −→ k be a free resolu-
tion of k as an H-module. Then the groups Extn

H(k, k) are the cohomology groups of the cochain
complex

HomH(P0, k) −→ HomH(P1, k) −→ · · · .

Example 4.2. Consider the Hopf algebraH = Ek(x). Then k has a “periodic” free resolution

· · · −→ E(x) x−→ E(x) x−→ E(x) x−→ E(x) ε−→ k.

This is best represented graphically:

The vector space HomE(x)(E(x), k) is one-dimensional, with basis element ε. Thus the chain com-
plex HomE(x)(P∗, k) becomes

k{ε} 0−→ k{ε} 0−→ k{ε} 0−→ · · · .
Thus Hn(E(x)) ∼= k for all n ≥ 0.
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Fri, Mar. 24

Example 4.3. Consider the Hopf algebra F2[C2]. Again, we can write down a periodic free resolu-
tion

· · ·F2[C2]
g−1−−→ F2[C2]

N−→ F2[C2]
g−1−−→ F2[C2]

ε−→ F2.
Here we write g for the generator of C2 and N = 1 + g. It follows that Hn(F2[C2]) ∼= F2 for all
n ≥ 0.

Mon, Mar. 27

Note that if H is a graded Hopf algebra, as in many of our recent examples, then Ext inherits
a second grading. For instance, in the exterior example E(x), if x is placed in degree n, then our
resolution really looks like

· · · E(x)[3n] x−→ E(x)[2n] x−→ E(x)[n] x−→ E(x) ε−→ k.

Here the notation M∗[n] means just shifting the degrees on the graded module M∗ by n. Applying
Hom(−, k) gives the complex

k 0−→ k[2] 0−→ k[4] 0−→ · · ·
Thus Exts

E(xn)
(k, k) ∼= k[ns]. Alternatively, we write Exts,t(k, k), where s refers to the

(co)homological degree, and t refers to the ‘internal’ degree. So we here get

Exts,t
E(xn)

(k, k) ∼=
{

k t = n · s
0 else.

We have written down resolutions in specific examples. In fact, there is a canonical resolution
that exists quite generally.

Definition 4.4. Let A be an augmented algebra over k (for example, a Hopf algebra). Then the bar
resolution of k is En A := A⊗n+1, for n ≥ 0, with differentials

· · · −→ A⊗3 d2−→ A⊗2 d1−→ A ε−→ k

given by

dn(a0| · · · |an) = a0a1|a2| · · · |an− a0|a1a2| · · · |an + · · ·+(−1)n−1a0|a1| · · · |an−1an +(−1)nε(an)a0|a1| · · · |an−1.

For example,

d1(a|b) = ab− ε(b)a, d2(a|b|c) = ab|c− a|bc + ε(c)a|b.

Proposition 4.5. The bar resolution is a resolution of k.

Proof. We show that the chain complex E∗A is in fact chain-homotopy
equivalent to k. Since k is a retract of A via k

η−→ A = E0A ε−→ k, it suffices to
show that the identity map of E∗A is homotopic to E∗A

ε−→ k
η−→ E∗A.

Define hn : En A −→ En+1A by hn(a0| · · · |an) = 1|a0| · · · |an. We claim that
this is the desired chain homotopy. For example,

d1h0(a) = d1(1|a) = a− ε(a) = (id− ηε)(a),

(d2h1 + h0d1)(a|b) = d2(1|a|b) + h0(ab− ε(b)a)

= a|b− 1|ab + ε(b)1|a + 1|ab− ε(b)1|a = a|b
�

A⊗3

d2
��

id //
0
// A⊗3

d2
��

A⊗2

d1
��

h1

<<

id //
0
// A⊗2

d1
��

A

h0

;;

id //
ηε

// A

Wed, Mar. 29
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It follows that the bar resolution may be used to compute ExtH(k, k). We call the resulting
complex HomA(E∗A, k), obtained by dualizing the bar resolution, the cobar complex. It takes the
form coB∗A(k, k) =

HomA(A, k) d0

−→ HomA(A⊗2, k) d1

−→ HomA(A⊗3, k) d2

−→ . . .

∼= k d0

−→ Homk(A, k) d1

−→ Homk(A⊗2, k) d2

−→ . . .

∼= k d0

−→ A∨ d1

−→ (A∨)⊗2 d2

−→ . . .

Corollary 4.6. The cohomology of the augmented algebra A is computed by the cobar complex:

Hn(A) ∼= Hn(coB∗A(k, k)).

Unfortunately, the cobar complex is in general much too large therefore impractical for compu-
tations. One minor improvement can be obtained as follows.

Definition 4.7. Define the subspace Dn A ⊆ En A by

Dn A = A⊗ k⊗ A⊗n−1 + A⊗ A⊗ k⊗ A⊗n−2 + A⊗ A⊗2 ⊗ k⊗ A⊗n−3 + · · ·+ A⊗ A⊗n−1 ⊗ k.

By convention, D0A = 0.

Proposition 4.8. The Dn A’s define a subcomplex of En A, and this complex is chain-homotopy equivalent
to 0.

Definition 4.9. The reduced (or normalized) bar resolution of k is E∗A = E∗A/D∗A.

Recalling that the cokernel k
η−→ A is isomorphic to IA, it follows that En A = A ⊗ I⊗n

A . The
differential on E∗A is the same as for E∗A, except that the last term, which involves ε(an), is now
eliminated. When we pass the reduced bar resolution into HomA(−, k), we get the reduced cobar
complex coBA(k, k):

k 0−→ I∨A
d1

−→ (I∨A)
⊗2 d2

−→ . . .

Actually the differentials become quite nice: d1 = ∆ : I∨ −→ (I∨)⊗2 and d2 : (I∨)⊗2 −→ (I∨)⊗3 is
id⊗ ∆ + ∆⊗ id.

Proposition 4.10. We have an identification H1(A) ∼= (QA)
∨ ∼= P(A∨).

Proof. Since d0 = 0, it suffices to determine the d1-cocycles. These are precisely the primitives,
which according to Proposition 3.27 are dual to QA. �

Example 4.11. Recall that E(n) ⊆ A was exterior on classes Q0, . . . , Qn, where deg Qi = 2i+1 − 1.
It follows that

H1(E(n)) ∼= F2{v0, v1, . . . , vn}, vi ∈ Ext1,2i+1−1
E(n) (F2, F2).

Example 4.12. Recall that A(n) ⊆ A was the subalgebra generated by 1 , . . . , 2n . It follows that

H1(A(n)) ∼= F2{h0, h1, . . . , hn}, hi ∈ Ext1,2i

A(n)(F2, F2).

Similarly,

H1(A) ∼= F2{h0, h1, . . . }.
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4.1. Products in Ext. There are several ways to think about the ring structure on Ext.
Multiplying in the cobar complex:
As discussed above, the reduced cobar complex is given in degree n by coBn

A(k, k) ∼= (I∨A)
⊗n.

There is then an obvious multiplication induced by the identification

coBn
A(k, k)⊗ coBi

A(k, k) ∼= (I∨A)
⊗n ⊗ (I∨A)

⊗i ∼= (I∨A)
⊗(n+i) ∼= coBn+i

A (k, k).

This simply looks like
a1| · · · |an · b1| · · · bi := a1| · · · |an|b1| · · · bi.

Example 4.13. In E(x), let us write y = x∨, so that (E(x))∨ ∼= E(y). Then the class v is represented
by |y|, and

vn = (|y|)n = |y|y| · · · |y|.
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Mon, Apr. 3

Example 4.14. Recall that E(1) ∼= E(Q0, Q1), where Q0 and Q1 are primitive and live in degree 1
and 3, respectively. The dual is E(1)∗ ∼= E(z1, z2), with z1 and z2 primitive and in degrees 1 and 3.
Thus z1 and z2 give rise to classes in Ext1. Let

v0 := [z1], v1 := [z2].

Note that
d1([z1z2]) = ∆(z1z2) = z1|z2 + z2|z1 = v0v1 + v1v0,

so that v0 and v1 commute with each other. By inspecting d2 : (I∨)⊗2 −→ (I∨)⊗3, it can be seen
that Ext2 ∼= F2{v2

0, v2
1, v0v1}. In fact, ExtE(1) ∼= F2[v0, v1].

The examples we have seen so far have all given us commutative rings as Ext-algebras.

Proposition 4.15. (cf [McC, Theorem 9.9]) IfH is a cocommutative Hopf algebra over k, then ExtH(k, k)
is a graded-commutative ring, with signs

α · β = (−1)ss′+tt′β · α

if α ∈ Exts,t and β ∈ Exts′,t′ .

Extensions: Recall that if A is a ring and M and N are left modules, there is an isomorphism of
Ext1(M, N) with the set of (isomorphism classes of) ‘extensions’ of M by N, meaning short exact
sequences

0 −→ N −→ E −→ M −→ 0.
Given α ∈ Ext1

A(M, N), represent this as a map F1 −→ N, where F∗ −→ M is a resolution. Then
define Eα := N ⊕F1 F0 as in the diagram

0 // F1/F2 //

��

F0 //

��

M // 0

0 // N // Eα
// M // 0.

Proposition 4.16. The set Extn(M, N) can be identified with (equivalence classes) of length n extensions

0 −→ N −→ En −→ En−1 −→ . . . −→ E1 −→ M −→ 0.

Here the equivalence relation is the one generated by maps of extensions.

If n ≥ 2, the element 0 ∈ Extn(M, N) corresponds to the ‘trivial’ length n extension

0 −→ N −→ N −→ 0 −→ · · · −→ 0 −→ M −→ M −→ 0.

Unfortunately, the (additive) group structure is not so easy to describe on the extension side. But
the multiplication is very nice: given α ∈ Extn(M′, M′′) and β ∈ Extk(M, M′), represented as
extensions

0 −→ M′′ −→ En −→ . . . −→ E1 −→ M′ −→ 0, 0 −→ M′ −→ Fk −→ . . . −→ F1 −→ M −→ 0,

we simply splice them together to get the extension

0 // M′′ // En // . . . // E1

  

// Fk // . . . // F1 // M // 0,

M′

>>

in Extn+k(M, M′′).
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Example 4.17. For A = E(x), the element in Ext1
E(x)(k, k) can be viewed as the nontrivial extension

Splicing n of these together gives the nontrivial extension of length n. This shows that

Ext∗,∗E(xn)
(k, k) ∼= k[v], |v| = (1, n).

Wed, Apr. 5

Example 4.18. We may represent E(1) ∼= E(Q0, Q1) pictorially as . The vertical black lines
denote Q0-multiplication, and the curved blue arrows denote Q1-multiplication. Then v0 ∈ Ext1,1

E(1)
and v1 ∈ Ext1,3

E(1) are given by the extensions

v0 : and v1 :
The equality v0 · v1 = v1 · v0 can be represented as the following maps of extensions:

As we have seen from examples, not all resolutions are equally convenient for computing Ext.
The bar resolution is quite large, while in some cases we can make smaller (sometimes periodic)
resolutions. A convenient class of resolutions is as follows.

Definition 4.19. If A is an augmented algebra and M is an A-module, then a minimal resolution
of M is a resolution P∗ −→ M such that the image of each differential satisfies dn(Pn) ⊆ IA · Pn−1.
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The reason for the terminology is that if a resolution is not minimal, then up to a change of basis,
there must be an instance in which dn carries a module generator of Pn to a module generator of
Pn−1. But then those summands can be removed from the resolution, creating a smaller resolution.

Proposition 4.20. If P∗ −→ M is a minimal resolution, then the cochain complex HomA(P∗, k) has zero
differentials.
Proof. Since IA · k = 0, any element f ∈ HomA(Pn, k) must vanish on IA · Pn. But now dn( f ) =
f ◦ dn+1 = 0 since im(dn+1) ⊆ IA · Pn. �

Corollary 4.21. If P∗ −→ M is a minimal free resolution of M, then Extn
A(M, k) ∼= HomA(Pn, k).

Example 4.22. Our periodic resolution of E(x) was a minimal free resolution.

Mon, Apr. 10

4.2. Spectral sequences.
We have discussed some ways to calculate ExtH. Many times, a head-on approach is not prac-

tical. In general, we would like to reduce an intricate calculation to a number of simpler ones.
For instance, suppose we have a cochain complex C∗ and a filtration by subcomplexes

C∗ = F0C∗ ⊃ F1C∗ ⊃ F2C∗ ⊃ · · · .

Then each quotient FnC∗/Fn+1C∗ inherits a differential from C∗, and we can consider E0 :=⊕
n≥0 H∗(FnC∗/Fn+1C∗). Of course, this is in general quite different from H∗(C∗), but we can

hope that this is at least a step in the direction of computing the latter.

One general example of a filtered complex comes from a double complex:

C0,2
d0,2

h // C1,2
d1,2

h // C2,2

C0,1
d0,1

h //

d0,1
v

OO

C1,1
d1,1

h //

d1,1
v

OO

C2,1

d2,1
v

OO

C0,0
d0,0

h //

d0,0
v

OO

C1,0
d1,0

h //

d1,0
v

OO

C2,0

d2,0
v

OO

From a double complex we can form the total complex, Totn(C∗,∗) :=
⊕

i+j=n Ci,j with dn : Totn −→
Totn+1 defined by dn =

⊕
i+j=n(−1)i(di,j

h + di,j
v ). We now define a filtration on Tot∗(C∗,∗) by letting

Fn Tot∗(C∗,∗) be the subcomplex consisting only of columns C≥n,∗.
Then each Fn Tot∗ /Fn+1 Tot∗ is just the column Cn,∗. So, writing d0 = dv we let

E0 =
⊕

n
(Fn Tot∗ /Fn+1 Tot∗, d0), E1 := H∗(E0, d0).

Now on E1 we still have the horizontal differential left over, so we let d1 be induced by dh, and we
define

E2 := H∗(E1, d1).
But now it turns out we can define a further differential, which we call d2, as follows. Suppose
that α ∈ E1 is a d1-cocycle and so survives to E2. Let x ∈ Tot be a choice of representative for α. To
say that α is a d1-cocycle means that d(x) must be a d0-boundary. Thus we have

x � // y

z
_

OO

� // w
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Now we define d2(α) := [w]. We then define E3 := H∗(E2, d2), etc.

Example 4.23. Consider the double complex

u

x � //
_

OO

v

y
_

OO

� // w

Note that Tot1 ∼= k{x, y} and Tot2 ∼= k{u, v, w}. The differential d : Tot1 ↪→ Tot2 is injective, and
the cohomology is one-dimensional, concentrated in degree 2. Using the above approach, we have
that E0 is

E0 : u

x
_

OO

v

y
_

OO

w,

so that E1 is

E1 : 0

0 0

0 w.

Thus we have E1
∼= H∗(Tot∗).

Example 4.24. Consider the “double” complex

x � // y.

Then E0 is

E0 : x y,

while E1 is

E1 : x � // y.

Thus E2 and all later terms vanish, and we recover H∗(Tot∗) = 0.

Example 4.25. Consider the double complex

x � // v

y
_

OO

� // w
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In this case, we see that H∗(Tot∗) = 0. Now E0 is

E0 : x v

y
_

OO

w,

so that E1 is
E1 : x 0

0 w.
There simply is no room for a d1-differential here. However, when we consider the same picture
as the E2-page, we have a differential

E2 : x

''

0

0 w.

Then E3 and all later terms vanish.

This structure we have discussed, namely the collection of complexes (Er, dr), is known as a
spectral sequence. In this case, the spectral sequence is supposed to eventually tell us about
H∗(Tot∗ C), and we write

E1 = H∗(
⊕

n
FnC/Fn+1C)⇒ H∗(Tot C).

Wed, Apr. 12

One spectral sequence arises in the context of extensions of Hopf algebras.

Definition 4.26. A sequence of Hopf algebra maps

A f−→ B g−→ C

is called an extension of Hopf algebras if (1) f is an inclusion of a normal Hopf algebra (see 2.45)
and (2) the map g identifies C with the quotient B//A = B/IA · B. It is a central extension if A is
central in B, meaning that f (a)b = b f (a) for all a ∈ A and b ∈ B.

Theorem 4.27. Suppose A f−→ B g−→ C is a central extension of Hopf algebras. Then there is a spectral
sequence, known as the Cartan-Eilenberg spectral sequence, with

E2 ∼= H∗(A)⊗H∗(C)⇒ H∗(B).

In the E2-term of the spectral sequence, H∗(A) appears in the column E0,∗
2 , whereas H∗(C)

appears as the row E∗,02 .

Example 4.28. Consider the central extension

E(Q0) ↪→ E(1) −→ E(Q1).

This is in fact a split extension, meaning that E(1) ∼= E(Q0)⊗ E(Q1), though we will not use this.
Recall that H∗(E(Q0)) ∼= F2[v0] and H∗(E(Q1)) ∼= F2[v1], with |v0| = (1, 1) and |v1| = (1, 3). Thus
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the E2-page looks like

E2 :

1

v0

v2
0

v3
0

v1

v0v1

v2
0v1

v3
0v1

v2
1

v0v2
1

v2
0v2

1

v3
0v2

1

v3
1

v0v3
1

v2
0v3

1

v3
0v3

1

Now there is a potential differential d2(v0)
?
= v2

1, but this cannot occur since v0 has internal degree
1, whereas v2

1 has internal degree 6.
But now we exploit the fact that this is a multiplicative spectral sequence: E2 is a ring, and the

differential d2 satifies the Leibniz rule. In particular, once we know that the generators v0 and v1
are both cycles, it follows that every class is a cycle. Thus d2 vanishes. If we consider d3 or higher,
then both v1 and v0 are necessarily cycles just for degree reasons (the dr would land outside the
grid), so v0 and v1 are permanent cycles. Again, since these are algebra generators, it follows that
every class is a permanent cycle, so that E2 = E∞ (we say the spectral sequence collapses at E2).
We conclude that H∗(E(1)) ∼= F2[v0, v1] as previously stated.

Example 4.29. Next we consider A(1). We can express this as a central extension

E(Q1) ↪→ A(1) −→ A(1)/Q1.

We know H∗(E(Q1)) ∼= F2[v1], but we have not yet computed H∗(A(1)/Q1), so we begin by
computing this.

We have a central extension

A(0) = E( 1 ) ↪→ A(1)/Q1 −→ E( 2 ).

Now H∗(E( 1 )) ∼= F2[h0] and H∗(E( 2 )) ∼= F2[h1], with |h0| = (1, 1) and |h1| = (1, 2). Applying
the Cartan-Eilenberg spectral sequence to A(1)/Q1 gives the E2-page

E2 :

1

h0

h2
0

h3
0

h1

h0h1

h2
0h1

h3
0h1

h2
1

h0h2
1

h2
0h2

1

h3
0h2

1

h3
1

h0h3
1

h2
0h3

1

h3
0h3

1

By the same reasoning as in the previous example, the spectral sequence collapses at E2, so that
H∗(A(1)/Q1) ∼= F2[h0, h1].
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We now return to A(1). The E2-page of the spectral sequence here takes the form

E2 :

1

v1

v2
1

v3
1

h0, h1

h0v1, h1v1

h0v2
1, h1v2

1

h0v3
1, h1v3

1

h2
0, h0h1, h2

1

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

In this case, we do have a differential d2(v1) = h0h1 (note that both have internal degree 3). One
way to see this is to recall that H1(A(1)) corresponds to the space of indecomposables of A(1),
which are 1 and 2 . These correspond to h0 and h1, so v1 cannot survive the spectral sequence.
The only way this can happen is if it supports a d2, and the stated one is the only possible one from
degree considerations. Since we are working mod 2, it follows that v2

1 is a cycle, but v3
1 supports a

d2, hitting h0h1v2
1. Now the E3-term is given by

E3 :

1

v2
1

v4
1

h0, h1

h0v2
1, h1v2

1

h0v4
1, h1v4

1

h2
0, h2

1

· · ·

· · ·

h3
0, h3

1

· · ·

· · ·

E3 :

1

v2
1

v4
1

h0, h1

h0v2
1, h1v2

1

h0v4
1, h1v4

1

h2
0, h2

1

· · ·

· · ·

h3
0, h3

1

· · ·

· · ·

By building a minimal free resolution of F2 over A(1), you can show that v2
1 does not survive

the spectral sequence. This forces v2
1 to support a d3. For degree reasons, that must be d3(v2

1) = h3
1.

Note that this means d3(h1v2
1) = h4

1, but h0v2
1 is a cycle since h0h3

1 was already 0 in E3. Thus the E4
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is given by

E4 :

1

v4
1

h0, h1

h0v2
1 h2

0v2
1

h0v4
1, h1v4

1

h2
0, h2

1

· · ·

h3
0

· · ·

· · ·

The E4 page is generated by h0, h1, h0v2
1, and v4

1. The first three generators must be permanent
cycles. The class v4

1 cannot support a d4, (this would land in the zero row E∗,1), but it could
support a d5. However, d5(v4

1) ∈ E5,0
5
∼= F2{h5

0}. Since h4
1 has internal degree 12 and h5

0 has degree
5, we conclude that d5(v4

1) = 0, so that v4
1 is also a permanent cycle, and the spectral sequence

degenerates at E4. Thus, writing a := h0v2
1 and b := v4

1,

H∗(A(1)) ∼= F2[h0, h1, a, b]/(h0h1, h3
1, h1a, a2 + h2

0b).

Mon, Apr 17

Last week, we discussed the Cartan-Eilenberg and saw how to use this to compute ExtA(1). To
apply these ideas to ExtA, we would need to expressA as an extension of Hopf algebras. One way
to do this is the extension

E ↪→ A −→ A//E .

However, E ↪→ A is not central, making the E2-term more complicated. The quotient A//E , it
turns out, is a doubled copy ofA, meaning that there is a degree-doubling isomorphismA ∼= A//E .
So we could not use the Cartan-Eilenberg spectral sequence and this extension to compute ExtA,
since that is one of the ingredients for the E2-term of the spectral sequence.

4.3. The May spectral sequence. Another spectral sequence was developed by Peter May in his
thesis. This arises from filtering A by the augmentation ideal I.

Theorem 4.30 (May). There is a spectral sequence

E2 = Extgr∗IA(F2, F2)⇒ gr∗ ExtA(F2, F2).

Moreover, Extgr∗IA(F2, F2) ∼= H∗(F2[hi,j]i≥1, j≥0, d), where

d(hi,j) = ∑
0<k<i

hk,jhi−k,k+j

and hi,j has degree (1, 2j · (2i − 1)).

Usually the elements h1,j are simply written as hj. It turns out that all differentials in this spectral
sequence occur on even pages. The elements hi,j come from the elements z2j

i ∈ A∗. In particular,
if we instead consider A(n), there is a similar description, where we only include the hi,j with

41



i + j ≤ n + 1.

h0 h1 h2 h3 · · ·

h2,0 h2,1 h2,2 · · ·

h3,0 h3,1 · · ·

h4,0 · · ·

A(0)

A(1)

A(2)

Example 4.31. Consider the case of A(0) = E( 1 ). Then we only include h1,0 = h0. Here, we
have E2 ∼= F2[h0], which we already know is the correct answer for ExtA(0).

Example 4.32. Consider A(1). Then we include h1,0 = h0, h1,1 = h1, and h2,0, with d(h2,0) =
h0h1. This is the differential we discussed last week, and we get that the May E2-page is
F2[h0, h1, h2

2,0]/h0h1, which was the E3-page in the Cartan-Eilenberg spectral sequence.

Wed, Apr. 19

For reasons we will discuss next week, topologists usually like to depict Exts,t using the Adams
grading, meaning that the horizontal axis corresponds to t− s, while the vertical axis is s. In this
convention, May differentials always go up one and to the left one (the May filtration m is not
depicted in these charts).

Here is a table of multiplicative generators for the May E2-term, in the range t− s ≤ 13. The
element bij is represented in the E0 page by h2

ij. The element h0(1) is h20h21 + h1h30.

generator t− s s m d2
h0 0 1 1
h1 1 1 1
h2 3 1 1
h3 7 1 1
b20 4 2 4 h2

0h2 + h3
1

b21 10 2 4 h2
1h3 + h3

2
b30 12 2 6 h1b21 + h3b20

h0(1) 7 2 4 h0h2
2
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May E2-page, t− s ≤ 13:

E2-TERM FOR MAY SPECTRAL SEQUENCE FOR COMPUTING

Ext∗,∗
A

0 1 2 3 4 5 6 7
0

1

2

3

4

5

6

0 2 4 6 8 10 12

0

2

4

6

8

10

12

h0

h1

h2
1

h3
1

h2 h3

b20 h0(1)

b220

b320

b21 b30

h0(1)b20

h3b20

Represented in the figure are a number of relations:

h0h1 = 0,
h1h2 = 0,
h2h3 = 0,

h2b20 = h0h0(1),

h2h0(1) = h0b21.

The d2-differentials listed in the above table lead to the May E4-page displayed below, where
P = b2

20 and c0 = h1h0(1).
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May E4-page, t− s ≤ 13:

E4-TERM FOR MAY SPECTRAL SEQUENCE FOR COMPUTING
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There is one more differential, d4(P) = h4
0h3. This yields the picture for ExtA in the range

t− s ≤ 13.
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May E∞-page, t− s ≤ 13:

E4-TERM FOR MAY SPECTRAL SEQUENCE FOR COMPUTING
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One result that is useful for deducing differentials in the May spectral sequence is

Theorem 4.33 (Adams vanishing line). We have

Exts,t
A = 0, if s >

1
2
(t− s) +

3
2

and t− s > 0

The main thing to remember is that ExtA vanishes above a line of slope 1
2 (in positive stems).

Wed, Apr 26

4.4. The Adams spectral sequence.
We have spent quite a bit of time now on computing Ext of A and some of its sub-Hopf alge-

bras. But why? These are interesting computations, and they have allowed us to introduce some
interesting tools, but there are more compelling reasons to care about these.

Theorem 4.34 (Adams). There is a (Adams) spectral sequence with

Es,t
2
∼= Exts,t

A (F2, F2)⇒ πstable
t−s (S0)∧2 .

The target groups are the stable homotopy groups of spheres. Recall that the stable homotopy
group πstable

n (S0) is defined to be the limiting, or stable, value in the sequence

πn(S0)
Σ−→ πn+1(S1)

Σ−→ πn+2(S2)
Σ−→ · · ·

Some properties of these stable homotopy groups are
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(1) πstable
<0 (S0) = 0, since all groups in the sequence vanish.

(2) πstable
0 (S0) ∼= Z, since πn(Sn) ∼= Z for n ≥ 1.

(3) πstable
>0 (S0) is a finite abelian group. The finiteness was proved by Serre in his thesis.

The completion ()∧2 that appears in the target is 2-adic completion. The only cases that matter
to us are that

(1) Z∧2 is the group of 2-adic integers, defined as the inverse limit

Z∧2
∼= lim(· · ·Z/8 2−→ Z/4 2−→ Z/2).

This is a torsion-free group and may be thought of as a ring of power series in 2.
(2) For any finite abelian group A, A∧2 is just the 2-torsion subgroup.

In the Adams spectral sequence, the dr-differential increases s (goes up) by r, and s is referred
to as the Adams filtration. Because the differentials increase the total degree t + s by 1, the dif-
ferentials decrease t by r− 1 and therefore decrease t− s (go left) by 1. The target of the spectral
sequence also now explains our display of ExtA: each column in our “Adams chart” will tell us
about a stable homotopy group.

Inspection of E2 ∼= ExtA shows that, in the displayed range, there are no Adams differentials. So
we can just read off stable homotopy groups!.

Let’s start with πstable
0 . The class h0 ∈ ExtA corresponds to 2 ∈ πstable

0 . Really, the E∞-term of the
spectral sequence recovers the associated graded groups of πstable

∗ with respect to a filtration. In the
0-stem, this filtration is by powers of 2. When we filter Z∧2 by powers of 2, each filtration quotient
is isomorphic to F2, which is the series of dots in column 0.

In column 1, we just get a single F2, and we conclude πstable
1 (S0)∧2

∼= F2. (In fact it is true before
completion in the 1-stem). The element h1 ∈ ExtA corresponds to η ∈ πstable

1 , the Hopf map.
In column 2, we just get a single F2, generated by h2

1, which corresponds to η2 ∈ πstable
2 (S0).

In column 3, the associated graded is F3
2. But the three dots are connected by h0-multiplication,

which tells us that in πstable
3 , we have nontrivial 2-extensions between these groups. We get

πstable
3 (S0)∧2

∼= Z/8. The generator, detected by h2, is the Hopf map ν. We learn from the Ext
chart that η3 = 4ν. In fact, πstable

3 (S0) also has 3-torsion, and πstable
3 (S0) ∼= Z/24.

Fri, Apr. 28

Some other generators are: σ ∈ πstable
7 is a Hopf map, detected by h3, ε ∈ πstable

8 is detected by
c0, µ9 ∈ πstable

9 is detected by Ph1, and ζ11 ∈ πstable
11 is detected by Ph2.

We include a table of the completed stable homotopy groups in this range (and the uncompleted
ones, for comparison)

n 0 1 2 3 4 5 6 7 8 9 10 11 12 13
πs

n(S0)∧2 Z∧2 Z/2 Z/2 Z/8 0 0 Z/2 Z/16 (Z/2)2 (Z/2)3 Z/2 Z/8 0 0
πs

n(S0) Z Z/2 Z/2 Z/24 0 0 Z/2 Z/240 (Z/2)2 (Z/2)3 Z/6 Z/504 0 Z/3

Hidden multiplications: One warning is that the multiplicative structure on the stable homo-
topy groups cannot always be read off of the Adams E∞-term, again because of the associated
graded issue. For example, in the Adams E∞-term, we have h3

2 = h2
1h3, which suggests that ν3

should be η2 · σ. However, the correct relation in homotopy is

ν3 + η2σ = ηε.

The “error” term of ηε is detected by h1c0, which lives in higher filtration. Thus the term in higher
filtration is not seen in the associated graded.
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Unfortunately, if we go out further, past the 13-stem, then the story quickly becomes more
complicated. For example, there are nontrivial-differentials, such as

d2(h4) = h0h2
3, d3(h0h4) = h0d0, d4(h7

0h5 + d0e0) = P2d0, d5(h22
0 h6)P6d0.

One of the first applications of the Adams spectral sequences came from the following result:

Theorem 4.35 (Adams). There is a division algebra (not necessarily associative) over R of dimension 2n

if and only if hn is a permanent cycle in the Adams spectral sequence.

Adams established the differentials d2(hn) = h0h2
n−1, for n ≥ 4.

Corollary 4.36. The only real division algebras are R, C, H, and O.

There are also many more examples of “hidden multiplcations”. For instance, let ρ15 ∈ π15
denote a homotopy class detected by h3

0h4. Then h1 · h3
0h4 = 0 in the Adams spectral sequence, but

η · ρ15 6= 0. This product is detected by Pc0, which lives in higher filtration. As another example,
let κ ∈ π14 be detected by d0 = h0(1)2 and κ ∈ π20 be detected by g = b2

21. Then, by looking at the
Adams spectral sequence, we have

h3
2 · d0 = 0, h2

1 · g = 0, h0 · h0h2g = 0.

But in homotopy, these are all nontrivial, and we have

ν3 · κ = η3 · κ = 4ν · κ.

These products are all detected by the element h1Pd0 in the Adams spectral sequence.

We also computed ExtE(1) and ExtA(1). What are these good for?

Theorem 4.37 (Adams). Let X be a finite-type CW complex. There is a (Adams) spectral sequence with

Es,t
2
∼= Exts,t

A (H
∗(X; F2), F2)⇒ πstable

t−s (X)∧2 .

This even generalizes to the stable world (i.e. spectra).

Proposition 4.38. Let ku be the (connective) complex K-theory spectrum. Then H∗(ku; F2) ∼= A//E(1)
as an A-module.

Proposition 4.39. Let ko be the (connective) real K-theory spectrum. Then H∗(ko; F2) ∼= A//A(1) as an
A-module.

Proposition 4.40. Let B ↪→ A be a subHopf algebra. Then there is a change-of-rings isomorphism

ExtA(A//B, F2) ∼= ExtB(F2, F2).

Combining the above results, we get spectral sequences

ExtE(1)(F2, F2)⇒ πstable
∗ (ku)∧2 , ExtA(1)(F2, F2)⇒ πstable

∗ (ko)∧2 .

In these cases, there is no room for Adams differentials, and we read off the homotopy groups!

Proposition 4.41.

πn(ku) ∼=
{

Z n even,≥ 0
0 else πn(ko) ∼=

 Z n ≡ 0, 4 (mod 8), n ≥ 0
Z/2 n ≡ 1, 2 (mod 8)
0 else.

The periodicity in this homotopy groups is “Bott periodicity”.
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