OPTIMAL WEGNER ESTIMATE AND THE DENSITY OF STATES FOR \( N \)-BODY, INTERACTING SCHröDINGER OPERATORS WITH RANDOM POTENTIALS
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Abstract. We prove an optimal one-volume Wegner estimate for interacting systems of \( N \) quantum particles moving in the presence of random potentials. The proof is based on the scale-free unique continuation principle recently developed for the 1-body problem by Rojas-Molina and Veselić [17] and extended to spectral projectors by Klein [12]. These results extend of our previous results in [8, 9]. We also prove a two-volume Wegner estimate as introduced in [5]. The random potentials are generalized Anderson-type potentials in each variable with minimal conditions on the single-site potential aside from positivity. Under additional conditions, we prove the Lipschitz continuity of the integrated density of states (IDS) This implies the existence and local finiteness of the density of states. We also apply these techniques to interacting \( N \)-particle Schrödinger operators with Delone-Anderson type random external potentials.

1. Statement of the Problem and Result

We consider \( N \) quantum particles, each moving in \( d \) dimensions, interacting through a bounded potential \( U(x_1, \ldots, x_N) \). For example, in the \( \mathbb{Z}^d \)-ergodic case, the inter-particle interaction \( U \) may be a pair-potential depending on the difference \( x_i - x_j \) of the coordinates \( (x_1, \ldots, x_N) \in \mathbb{R}^{Nd} \). We define the unperturbed \( N \)-body interacting Hamiltonian \( H_{0,N} \) to be

\[
H_{0,N} = \sum_{j=1}^{N} \Delta_j + U(x_1, \ldots, x_N),
\]

where \( -\Delta_j \) denotes the one-particle Laplacian in the \( x_j \in \mathbb{R}^d \)-variable.

Each particle moves under the influence of a generalized random Anderson-type potential \( V_{\omega}^{(1)}(x_i) \) defined as follows. Let \( \Lambda_L(z) \subset \mathbb{R}^d \) be a \( d \)-dimensional cube of side length \( L > 0 \) centered at \( z \in \mathbb{R}^d \). We consider a family of points \( y_j \in \Lambda(1) \subset \mathbb{R}^d \), with \( j \in \mathbb{Z}^d \), and a nonnegative single site potential \( u(x) \geq 0 \), with \( u \in L_0^\infty(\mathbb{R}^d) \). Associated with each \( j \in \mathbb{Z}^d \), there is a random variable \( \omega_j \).

The generalized Anderson-type one-body random potential \( V_{\omega}^{(1)}(x_i) \) is defined by

\[
V_{\omega}^{(1)}(x_i) = \sum_{j \in \mathbb{Z}^d} \omega_j u(x_i - y_j).
\]
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Such random potentials are called crooked Anderson-type random potentials in [12]. The full $N$-body random Hamiltonian is

\[ H_{\omega,N} = H_{0,N} + \sum_{i=1}^{N} V_{i}^{(1)}(x_i), \tag{3} \]

where $V_{i}(x_i)$ is defined in (2).

The random variables $\{\omega_j\}$ form a family of independent random variables with Levy concentration $s$ defined in (27). In the $\mathbb{Z}^d$-ergodic case, these independent random variables are assumed to be identically distributed. The single-site potential $u \geq 0$ satisfies $\chi_{\Lambda_1(0)}(x) \leq u(x) \leq 1$, for $0 < \ell < \infty$ and $x \in \mathbb{R}^d$. We are mostly concerned with the case when $u$ has small support so that $\text{supp } u \subseteq \Lambda_1(0)$, that is, we concentrate on $0 < \ell < 1$. When the covering condition $u(x) \geq c\chi_{\Lambda_1(0)}$, for some $c > 0$ is satisfied, Theorem 1 was proved in [15].

Our first main theorem concerns the restriction of the Hamiltonian $H_{\omega,N}$ to $N$-particle cubes in $\mathbb{R}^{Nd}$ defined as follows. As above, let $\Lambda_L(j) \subset \mathbb{R}^d$ be a cube of side length $L > 0$ centered at the point $j \in \mathbb{Z}^d$. An $N$-particle rectangle is a product region in $\mathbb{R}^{Nd}$ of the form

\[ \Lambda = \Lambda_{L_1}(j_1) \times \Lambda_{L_2}(j_2) \times \cdots \times \Lambda_{L_N}(j_N), \tag{4} \]

for lengths $L_i > 0$, with $L_i \in \mathbb{N}$, and centers $j_i \in \mathbb{Z}^d$. A special case is an $N$-particle cube when $L = L_i$, for all $i = 1, \ldots, N$. We write $\Lambda_L \subset \mathbb{R}^{Nd}$. We will assume all $N$-particle rectangles are centered at the origin with sides parallel to the principal axes. We denote by $H_{\omega,N}^{\Lambda}$ the restriction of $H_{\omega,N}$ to $\Lambda$ with Dirichlet or periodic boundary conditions on the boundary $\partial \Lambda$. Ergodicity is not required for the following theorem on the distribution of the eigenvalues of local Hamiltonian $H_{\omega,N}^{\Lambda}$.

**Theorem 1.** Let $\Lambda_L \subset \mathbb{R}^{Nd}$ be an $N$-particle cube with $L > 72\sqrt{Nd}$, with $L$ an odd integer. Let $I = [I_x, I_z] \subset \mathbb{R}$ be an energy interval with $|I|$ sufficiently small (see Theorem 3) and contained in $(-\infty, E_0]$, for any $E_0 > 0$ fixed. There exists a constant $0 < C(E_0, d, N, u, U) < \infty$ so that

\[ \mathbb{P}\{\sigma(H_{\omega,N}^{\Lambda}) \cap I \neq \emptyset \} \leq C(E_0, d, N, u, U) s(|I|)|\Lambda|. \tag{5} \]

Klopp and Zenk [15] proved a version of Theorem 1 under the more restrictive assumptions that the single-site potential appearing in (2) satisfies a covering condition $u(x) > c\chi_{\Lambda_1(0)}(x) > 0$ on the unit cube and that $y_j = j$ for each $j$. The main result of this note is to remove both this covering condition using the scale-free unique continuation principle for spectral projectors (sfUCPSP), and the constraint that the single-site potentials be located at integer points. We mention that it is possible to obtain the results for the regular case $y_j = j$ using the methods of [9]. We remark that this theorem applies to the $N$-body Delone-Anderson model, see section 6.

Recently, Klein and Nguyen [14, Appendix B] extended Theorem 2.1 of [12] to $N$-particle rectangles with arbitrary side lengths. This implies and extension of Theorem 1 to arbitrary $N$-particle rectangles provided the minimum side length $\min_{j \in \{1, \ldots, N\}} L_j$ is sufficiently large, see [14, section 2]. They mention
that it suffices to take the expectation in (23) only with respect to the random variables in one sub-cube \( \Lambda_L \subset \mathbb{R}^d \) (see the proof of Theorem 9 below).

We now turn to a discussion of the integrated density of states (IDS). We assume that the Hamiltonian \( H_{\omega,N} \) is \( \mathbb{Z}^d \)-ergodic. By this we mean the following. For \( k \in \mathbb{Z}^d \), we set \( k(N) \equiv (k,k,\ldots,k) \in \mathbb{Z}^{Nd} \). Let \( U_{k(N)} \) be the unitary operator on \( L^2(\mathbb{R}^{Nd}) \) defined by \( (U_{k(N)}f)(x_1,\ldots,x_N) = f(x_1+k,\ldots,x_N+k) \). We demand that \( U_{k(N)}H_{\omega,N}U_{k(N)}^* = H_{\tau_k(N)\omega,N} \). In order to insure this covariance, we may require that

(A1) The random variables in (2) are independent and identically distributed (iid).

(A2) The inter-particle interaction \( U \) is nonnegative and translationally invariant, for example, given by a sum of pair-interaction terms

\[
U(x_1,\ldots,x_N) = \sum_{1 \leq j<k \leq N} \tilde{U}(x_j - x_k),
\]

where \( \tilde{U} : \mathbb{R}^d \to \mathbb{R}^+ \) is a bounded, nonnegative function tending to zero at infinity. (Note that the nonnegativity is not required for the covariance property of \( H_{\omega,N} \).)

(A3) The regularity property in (2) that \( y_j = j \in \mathbb{Z}^d \).

Remark: We may generalize \( H_{0,N} \) by adding a background potential \( V_0(x_1,\ldots,x_N) \) provided it is bounded and \( \mathbb{Z}^d \)-periodic in each variable.

In this \( \mathbb{Z}^d \)-ergodic setting, the IDS \( N^{(1)}(E) \) for each single particle Hamiltonian \( H_{\omega,1} = -\Delta + V_\omega \) exists (see, for example, [9]). Let \( \nu_1 \) be the corresponding density of states (DOS) measure. The non-interacting \( N \)-body Hamiltonian is \( H_{\omega,N}^{ni} = \sum_{i=1}^N (-\Delta_i + V_\omega(x_i)) \). We restrict this Hamiltonian to cubes \( \Lambda_L(a) = \Lambda_L(a_1) \times \cdots \Lambda_L(a_N) \), where \( a = (a_1,\ldots,a_N) \in \mathbb{Z}^{Nd} \). Let \( N_\Lambda^{(N),ni}(E) \) be the number of eigenvalues of the local Hamiltonian \( H_{\omega,N}^{ni} \) less than or equal to \( E \in \mathbb{R} \). Klopp and Zenk [15, section 2.1] proved that the

\[
N^{(N)}_\Lambda(E) \equiv \lim_{L \to \infty} \frac{1}{|\Lambda_L|} N^{(N),ni}_{\Lambda_L}(E),
\]

exists for any sequence of \( N \)-particle boxes \( \Lambda_L(a) \) described above. Furthermore, they proved that \( N^{(N)}_\Lambda(E) \), as defined in (7), is equal to

\[
N^{(N)}_\Lambda(E) = (N^{(1)} * \nu_1 * \nu_1 \cdots * \nu_1)(E),
\]

with the convolution taken \( N - 1 \)-times. This monotone increasing function exists almost surely. Klopp and Zenk actually proved (7) and (8) for more general potentials.

Because the interparticle interaction is nonnegative and supported on a lower dimensional manifold, Klopp and Zenk proved that it does not change the IDS. As for the noninteracting Hamiltonian, let \( N^{(N)}_\Lambda(E) \) be the number of eigenvalues of the local Hamiltonian \( H_{\omega,N}^{\Lambda} \) less than or equal to \( E \in \mathbb{R} \). Then,
the following limit exists

\[
N^{(N)}(E) \equiv \lim_{|\Lambda| \to \infty} \frac{N^{(N)}_\Lambda(E)}{|\Lambda|},
\]

for almost every \(\omega\), and equals the IDS for the noninteracting Hamiltonian, that is, \(N^{(N)}(E) = N^{(N)}_0(E)\). In (9), the regions \(\Lambda \subset \mathbb{R}^{Nd}\) are cubes centered at any point in \(\mathbb{Z}^{Nd}\) as for the noninteracting case.

We remark that another definition of the IDS may be given in terms of the spectral family \(E_{\omega,N}((−\infty,E])\) of the infinite volume Hamiltonian \(H_{\omega,N}\):

\[
\tilde{N}^{(N)}(E) \equiv \lim_{|\Lambda| \to \infty} \frac{\text{Tr}_{\chi_\Lambda} E_{\omega,N}((−\infty,E])\chi_\Lambda}{|\Lambda|},
\]

Under the hypotheses (A1)-(A3), one can prove that \(N^{(N)}(E) = \tilde{N}^{(N)}(E)\) using the method of Doi, Iwatsuka, and Mine [10] or Carmona-Lacroix [4]. If \(\nu^{(N)}\) is the nonnegative measure associated with the IDS, it follows from the definition (10) and the equality of (9) with (10) that the support of \(\nu^{(N)}\) equals the spectrum of the Hamiltonians \(H_{\omega,N}\) for almost every \(\omega\).

**Theorem 2.** In addition to the hypotheses (A1)–(A3), we assume that the iid random variables \(\{\omega_j\}\) have a common probability distribution that is absolutely continuous with a bounded density. Then, the integrated density of states \(N^{(N)}(E)\) for \(H_{\omega,N}\), defined in (9), is locally uniformly Lipschitz continuous. The density of states exists and is locally bounded.

We also prove two-volume Wegner estimates introduced in [5]. These estimates relate the eigenvalues of the local Hamiltonians associated with two regions that are sufficiently separated. The two-volume estimates are described in section 5 and presented in Theorem 9.

There have been several recent results on Wegner estimates for \(N\)-particle systems. For the Anderson model on the lattice, the covering condition is automatically satisfied. Chulaevsky and Suhov [5] studied one-volume Wegner estimates for two-particle operators on \(\mathbb{Z}^{2d}\) and mention in [7, section 2] that these methods extend to the case of \(N\) particles. They do not obtain the optimal volume dependence. A result on the IDS similar to Theorem 1 was given by Kirsch [16, Theorem 2.1] for the Anderson model on the lattice. Two-volume Wegner estimates were introduced in [5, Theorem 2] for lattice models. Concerning continuum models, in addition to the one volume Wegner estimate of Klopp and Zenk [15], Boutet de Monvel, Chulaevsky, Stollmann, and Suhov presented one- and two-volume Wegner estimates for \(N\)-body operators in [2].

One- and two-volume Wegner estimates are also a tool in the proof of localization for ergodic random \(N\)-particle Hamiltonians using the multi-scale analysis (MSA) technique. We mention several works concerning localization on the lattice using MSA: [6], [7], [13], and localization for models on the continuum using MSA: [3], [14]. Aizenman and Warzel [1] used the method of fractional moments to prove spectral and dynamical localization for \(N\)-particle operators on the lattice.
2. Scale-free unique continuation principle for spectral projectors

Let $H$ be a self-adjoint Schrödinger operator on the Hilbert space $L^2(\mathbb{R}^D)$ for some dimension $D \geq 1$. Let $\Lambda \subset \mathbb{R}^D$ be a rectangle with sides parallel to the principal axes. Let $H_\Lambda$ be the restriction of $H$ to $\Lambda$ with self-adjoint Dirichlet or periodic boundary conditions on $\partial \Lambda$. We write $P_{H_\Lambda}(I)$ for the spectral projector for $H_\Lambda$ and the interval $I \subset \mathbb{R}$. Let $\{y_j\} \subset \mathbb{R}^D$ be a collection of points so that $y_j \in \Lambda_1(j)$, for $j \in \mathbb{Z}^D$. Let $u$ be a single-site potential and form the potential $W(x) = \sum_{j \in \mathbb{Z}^D} u(x - y_j), x \in \mathbb{R}^D$. Let $W_\Lambda$ denote the restriction of $W$ to $\Lambda$. The \textit{scale-free unique continuation principle for spectral projectors} (sfUCPSP) for the Hamiltonian $H_\Lambda$ and spectral projector $E_{H_\Lambda}(I)$ is the statement that there exists a finite, positive constant $\kappa > 0$, independent of $\Lambda$, so that

$$E_{H_\Lambda}(I)W_\Lambda E_{H_\Lambda}(I) \geq \kappa E_{H_\Lambda}(I).$$  \hspace{1cm} (11)

We will use the sfUCPSP due to A. Klein [12]. We remark that although the constant $\kappa$ will depend on the details of the potential in the initial box, it is independent of successively larger boxes and is in this sense scale-free.

Theorem 3. [12, Theorem 1.1] Let $H = -\Delta + V$ be a self-adjoint Schrödinger operator on $L^2(\mathbb{R}^D)$, where $V$ is a bounded potential. Fix $\delta \in [0, 1/2]$ and let $\{y_j\}$ be points in $\mathbb{R}^D$ so that $B(y_j, \delta) \subset \Lambda_1(j)$ for all $j \in \mathbb{Z}^D$. Define a nonnegative potential $W$ by

$$W(x) = \sum_{j \in \mathbb{Z}^D} \chi_{B(y_j, \delta)}(x) \geq 0.$$  \hspace{1cm} (12)

For any $E_0 > 0$, define a constant $K = K(V, E_0) = 2\|V\|_\infty + E_0$. Let $\Lambda_L(x_0) \subset \mathbb{R}^D$ be a cube of side length $L > 72\sqrt{D}$, with $L$ an odd integer, centered at $x_0 \in \mathbb{Z}^D$. Then, there exists a finite positive constant $M_D > 0$, such that, if we define a constant $\gamma = \gamma(D, K, \delta) > 0$ by

$$\gamma^2 = (1/2)e^{MD(1+K^{2/3})\log \delta},$$  \hspace{1cm} (13)

then for any closed interval $I \subset [-\infty, E_0]$, with $|I| < 2\gamma$, we have

$$E_I(H_{\Lambda_L(x_0)})W_{\Lambda_L(x_0)}E_I(H_{\Lambda_L(x_0)}) \geq \gamma^2 E_I(H_{\Lambda_L(x_0)}).$$  \hspace{1cm} (14)

We apply this result in the next section to $N$-body Schrödinger operators. In our application of this theorem, the dimension $D = Nd$ and the unperturbed operator $H$ is the $N$-body operator $H_{0,N}$ given in (1). Consequently, the potential $V$ in Theorem 3 is the pair-interaction potential or any other $N$-body potential provided it is bounded independently of $N$ and $\Lambda$. The potential $W$ will be constructed in the next section from the single-site potentials $u$. 
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3. sUCPSP for N-body random Schrödinger operators

In this section we apply the Klein’s sUCPSP Theorem 3 to the N-particle random Schrödinger operators $H_{\omega,N}$ as defined in (3). We recall that the N-particle random potential $V_{\omega}^{(N)}(x)$ on $L^2(\mathbb{R}^N)$ is given by

$$V_{\omega}^{(N)}(x_1, \ldots, x_N) = \sum_{i=1}^{N} V_{\omega}^{(1)}(x_i),$$

(15)

where the one-particle random potential is defined in (2). We denote by $\tilde{V}^{(N)}$, respectively, $\tilde{V}^{(1)}$, the N-body Anderson potential (15), respectively, the one-body Anderson potential (2), with all random variables set equal to one. In order to satisfy the hypotheses of Theorem 3, we assume that there exists a scale $\delta$ with $0 < \delta \leq \ell$ so that $B(y_j, \delta) \subset \Lambda_1(j)$, for $j \in \mathbb{Z}^d$.

Given an N-particle rectangle $\Lambda \subset \mathbb{R}^{Nd}$, we let $H_{\omega,N}^{(N)}$ denote the random interacting N-particle Hamiltonian (1) restricted to $\Lambda$ with periodic or Dirichlet boundary conditions. Let $E_{\omega,N}^{(N)}(I)$ be the random spectral projector for the local Hamiltonian $H_{\omega,N}^{(N)}$ and the energy interval $I \subset \mathbb{R}$. Another major advantage of the method of Klein [12] is that the sUCPSP for spectral projectors of random Schrödinger operators can be proved for the projectors $E_{\omega,N}^{(N)}(I)$ rather than the free projectors as in [9].

The key sUCPSP estimate is the following (16) that relies on the result of Klein, Theorem 3. We take $D = Nd$ in Theorem 3. Because of this, the constant $M_D$ and, consequently, the constant $\gamma$, depends on the particle number $N$.

**Theorem 4.** Let $H_{\omega,N}^{(N)}$ be the local N-body random Schrödinger operator as defined in (3) restricted to an N-particle cube of side length $L > 0, L$ an odd integer large enough, with Dirichlet or periodic boundary conditions. For any $E_0 > 0$, let $\gamma_N \equiv \gamma(d, U, I, u, N, E_0) > 0$ be the constant in (13) depending on $E_0$, the dimension $d$, the interval $I$, the N-body potential $U$, particle number $N \geq 1$, and the single-site potential $u$, but independent of $\Lambda_L$. Then, for any interval $I \subset (-\infty, E_0]$ with $|I| \leq 2\gamma$, we have

$$E_{\omega,N}^{(N)}(I) \tilde{V}_{\Lambda}^{(N)} E_{\omega,N}^{(N)}(I) \geq N\gamma_N^2 E_{\omega,N}^{(N)}(I).$$

(16)

**Proof.** Let $\Lambda_L \subset \mathbb{R}^{Nd}$ be an N-particle cube. We apply Theorem 3 to $H_{\omega,N}^{(N)}$ with $D = Nd$. The key to proving (16) is the following lower bound on the potential $\tilde{V}_{\Lambda}^{(N)}$. The single-site potential $u$ is chosen so that $u(x) \geq \chi_{\Lambda_L}(0)(x)$, for $x \in \mathbb{R}^d$, and $\ell > 0$. We recall that we have assumed the existence of a scale $\delta$ so that $B(y_j, \delta) \subset \Lambda_1(j)$, for $j \in \mathbb{Z}^d$. For the $i^{th}$ coordinate, we denote by $j_i \in \mathbb{Z}^d$ the integer points in $\Lambda_{L_i}(0) \subset \mathbb{R}^d$. We call the set of these integer points $\Lambda_{L_i}(0)$. Let $y_{j_i} \in \mathbb{R}^d$ be the point in the unit cube $\Lambda_1(j_i) \subset \Lambda_{L_i}(0)$. In order to distinguish the coordinates, we label the $d$-dimensional cubes $\Lambda_{L_i} \subset \mathbb{R}^d$.
although we will take $L = L_i$ for $i = 1, \ldots, N$. We then have

\[
\tilde{V}_\Lambda^{(N)}(x_1, \ldots, x_N) = \sum_{i=1}^{N} \tilde{V}_{\Lambda_i}(x_i) = \sum_{i=1}^{N} \left( \sum_{j_i \in \tilde{\Lambda}_i(0)} u(x_i - y_{j_i}) \right)
\]

\[
\geq \sum_{i=1}^{N} \left( \sum_{j_i \in \tilde{\Lambda}_i(0)} \chi_{B(y_{j_i}, \delta)}(x_i) \right)
\]

\[
\geq \sum_{i=1}^{N} \left( \sum_{j_i \in \tilde{\Lambda}_i(0)} \ldots \sum_{j_N \in \tilde{\Lambda}_{L_N}(0)} \chi_{B(y_{j_1}, \delta)}(x_1) \ldots \chi_{B(y_{j_N}, \delta)}(x_N) \right)
\]

\[
\geq N \sum_{j=(j_1, \ldots, j_N) \in \tilde{\Lambda}_L} \chi_{B(y_j, \delta)}(x_1, \ldots, x_N).
\]

In line (17), we used the fact that

\[
1_{\tilde{\Lambda}_k(0)}(x_k) \geq \sum_{j_k \in \tilde{\Lambda}_k(0)} \chi_{B(y_{j_k}, \delta)}(x_k).
\]

We can now directly apply the result of Klein [12, Theorem 1.1] taking $W_{\Lambda_L}$ to be

\[
W_{\Lambda_L}(x_1, \ldots, x_N) = \sum_{j \in \tilde{\Lambda}_L} \chi_{B(j, \delta)}(x_1, \ldots, x_N),
\]

appearing on the right side of (21).

\[
E_{\omega,N}^{\Lambda}(I) \tilde{V}_\Lambda^{(N)}(x_1, \ldots, x_N) E_{\omega,N}^{\Lambda}(I) \geq N \sum_{j \in \tilde{\Lambda}_L} E_{\omega,N}^{\Lambda}(I) \chi_{B(y_j, \delta)}(x_1, \ldots, x_N) E_{\omega,N}^{\Lambda}(I). \tag{21}
\]

\section{Proof of the Wegner Estimate for $N$-body random Schrödinger operators}

With the sfUCPSP for spectral projections, estimate (21), we can follow the proof of the Wegner estimate in [9]. We present the main steps here with attention to the modifications necessary for the $N$-body case. As above, we work with $N$-particle cubes $\Lambda_L = \Lambda_L \times \cdots \times \Lambda_L$, and write the coordinates as $x = (x_1, x_2, \ldots, x_N) \in \mathbb{R}^{Nd} = \mathbb{R}^d \times \cdots \times \mathbb{R}^d$.

The projector $E_{\Lambda}^{(N)}(\Delta)$ for the $N$-body operator $H_{\omega,N}$ restricted to $\Lambda \subset \mathbb{R}^{Nd}$ with periodic boundary conditions (PBC) or Dirichlet boundary conditions
that $\Delta \subset \Gamma$. In the last line, we used the positivity of the perturbation $\tilde{\Lambda}$, and not just the unperturbed operators $H_{0,N}^\Lambda$, we can follow Klein [12, section 3, Lemma 3.1] and avoid the decomposition with respect to $H_{0,N}^\Lambda$ as in [9, section 4]. We use (16) twice to write

$$\mathbb{E}\{TE_{\Lambda}^{(N)}(\Delta)\} \leq (N\gamma_2^2)^{-1}\mathbb{E}\{TE_{\Lambda}^{(N)}(\Delta)\tilde{V}_{\Lambda}^{(N)}\} \leq (N\gamma_2^2)^{-2}\mathbb{E}\{TE_{\Lambda}^{(N)}(\Delta)\tilde{V}_{\Lambda}^{(N)}E_{\Lambda}^{(N)}(\Delta)\tilde{V}_{\Lambda}^{(N)}\} \leq (E_0 + M)(N\gamma_2^2)^{-2}\mathbb{E}\{TE_{\Lambda}^{(N)}(\Delta)\tilde{V}_{\Lambda}^{(N)}(H_{0,N}^\Lambda + M)^{-1}E_{\Lambda}^{(N)}(\Delta)\tilde{V}_{\Lambda}^{(N)}\} \leq (E_0 + M)(N\gamma_2^2)^{-2}\mathbb{E}\{TE_{\Lambda}^{(N)}(\Delta)\tilde{V}_{\Lambda}^{(N)}(H_{0,N}^\Lambda + M)^{-1}\tilde{V}_{\Lambda}^{(N)}\}. \quad (24)$$

In the last line, we used the positivity of the perturbation $\tilde{V}_{\Lambda}^{(N)}$ and the fact that $\Delta \subset [-M, E_0]$: $\tilde{V}_{\Lambda}^{(N)}E_{\Lambda}^{(N)}(\Delta)\tilde{V}_{\Lambda}^{(N)} \leq \tilde{V}_{\Lambda}^{(N)}(H_{0,N}^\Lambda + M)^{-1}(E_0 + M)\tilde{V}_{\Lambda}^{(N)} \leq (E_0 + M)\tilde{V}_{\Lambda}^{(N)}(H_{0,N}^\Lambda + M)^{-1}\tilde{V}_{\Lambda}^{(N)} \quad (25)$

We now turn to estimating the expectation on the right side of (24).

4.1. Preliminaries: spectral averaging. We need a version of the spectral averaging result [9, Lemma 2.1]. Since the random variables are simply independent, we need to formulate the Levy concentration. For each $j \in \mathbb{Z}^d$, a relative probability measure $\mu_j$ is defined by

$$\mu_j([E, E + |I|]) = \mathbb{P}\{\omega_j \in [E, E + |I|] \mid (\omega_k)_{k \neq j}\}. \quad (26)$$

using the conditional probability. We then define the Levy concentration $s$ by

$$s(|I|) = \sup_{E \in \mathbb{R}} \sup_{j \in \mathbb{Z}^d} \mathbb{E}\{\sup_{E \in \mathbb{R}} \mu_j([E, E + |I|])\}. \quad (27)$$

**Lemma 5.** Let $j \equiv (j_i, \ldots, j_N) \in \mathbb{Z}^{Nd}$ and let $\Phi_j$ be a compactly supported function with support in a ball around $j$. Let $K$ be a bounded operator so that $\Phi_j K \Phi_j$ is trace class. We then have

$$\mathbb{E}\{(TE_{\Lambda}^{(N)}(\Delta)\Phi_j K \Phi_k) \leq 8s(|I|)||\Phi_j K \Phi_k||_1, \quad (28)$$

where $s(\cdot)$ is the Levy concentration defined in (27).

4.2. Preliminaries: trace estimates. In the $N$-body case with each particle moving in $\mathbb{R}^d$, we have the following results.

**Lemma 6.** [9, Appendix A] Let $\chi \in C_0(\Lambda)$ and suppose $H_{0,N}^\Lambda \geq -M > -\infty$.

1. The operator $\chi R_{0,N}^\Lambda(-M)^m \in \mathcal{I}_1$, for an integer $m \in \mathbb{N}$ satisfying $m > (Nd)/2$.
2. The operator $\chi R_{0,N}^\Lambda(-M) \in \mathcal{I}_m$, for an integer $m \in \mathbb{N}$ satisfying $m > (Nd)/2$. 

(DBC) is a trace class operator. For the Wegner estimate, we need to estimate

$$\mathbb{E}\{TE_{\Lambda}^{(N)}(\Delta)\}. \quad (23)$$

Because we have a sfUCPSP involving the spectral projectors for $H_{\omega,N}^\Lambda$, and not just the unperturbed operators $H_{0,N}^\Lambda$, we can follow Klein [12, section 3, Lemma 3.1] and avoid the decomposition with respect to $H_{0,N}^\Lambda$ as in [9, section 4]. We use (16) twice to write
Lemma 7. [9, Appendix A] Let $\chi_1$ and $\chi_2$ be two bounded functions with compact, disjoint supports in $\Lambda \subset \mathbb{R}^d$. Then the operator $\chi_1(H_{0,N}^\Lambda + M)^{-1}\chi_2$ is in the trace class. Let $d_{12}$ denote the distance between the supports of $\chi_1$ and $\chi_2$. There exist finite, positive constants $A_{1,2}, \alpha > 0$, depending on $H_{0,N}$ and $M$, so that
\[ \|\chi_1(H_{0,N}^\Lambda + M)^{-1}\chi_2\|_1 \leq A_{1,2} \alpha^{-d_{12}}. \] (29)

The constant $A_{1,2}$ depends on $\max_{j=1,2} |\text{supp } \chi_j|$.

4.3. First decomposition. Following from (24) and Lemma 5 we must estimate the operator
\[ \tilde{V}^{(N)}_\Lambda (H_{0,N}^\Lambda + M)^{-1}\tilde{V}^{(N)}_\Lambda, \] (30)
acting on the Hilbert space $L^2(\mathbb{R}^d)$. The deterministic potential $\tilde{V}^{(N)}_\Lambda(x_1, \ldots, x_N)$ is the sum of one-particle potentials $\tilde{V}^{(1)}_{\Lambda_i}(x_i)$ defined as in (2) with $\omega_j = 1$. From (2), there are $N^2$-terms of the following form:
\[ V^{(1)}_{\Lambda_i}(x_i)(H_{0,N}^\Lambda + M)^{-1}V^{(1)}_{\Lambda_j}(x_j). \] (31)

We expand each one-particle random potential $V^{(1)}_{\Lambda_i}(x_i)$. For economy of notation, we write $u_m(x_i)$ for $u(x_i - m)$, with $m \in \tilde{\Lambda}_i$. In this manner, the term in (31) has the form
\[ \sum_{m \in \tilde{\Lambda}_i} \sum_{k \in \tilde{\Lambda}_j} u_m(x_i)(H_{0,N}^\Lambda + M)^{-1}u_k(x_j), \] (32)
for $i, j = 1, \ldots, N$. We note the operator
\[ K_{m, k} = u_m(x_i)(H_{0,N}^\Lambda + M)^{-1}u_k(x_j), \] (33)
in (32) is trace class when the supports of the single-site potentials are disjoint $u_m(x_i)u_k(x_j) = 0$, and we have exponential decay according to Lemma 7. In this case, the constant $A_{1,2}$ in (29) grows like $|\Lambda|^{(N-1)d}$. In general, when the supports are not disjoint, this operator is no longer in the trace class except for $d = 1$.

4.4. Second decomposition. We introduce a partitions of unity for each $\Lambda_{L_j} \subset \mathbb{R}^d$, with $j = 1, \ldots, N$. Let $\chi_{s}^{(j)}(x_j)$ form a partition of unity for $\Lambda_{L_j} \subset \mathbb{R}^d$ with each function supported in a translate of the unit cube $[0,1]^d \subset \Lambda_{L_j}$:
\[ \sum_{s_j \in \Lambda_{L_j}} \chi_{s}^{(j)}(x_j) = \chi_{\Lambda_{L_j}}(x_j). \] (34)
We then have for fixed $1 \leq i \leq N$:

$$u_m(x_i)|_{\Lambda} = \prod_{j \neq i; 1 \leq j \leq N} \chi_{\Lambda_{L_j}}(x_j) u_m(x_i)|_{\Lambda}$$

$$= \prod_{j \neq i; 1 \leq j \leq N} \left( \sum_{s_j \in \Lambda_{L_j}} \chi_{\Lambda_s}^{(j)}(x_j) \right) u_m(x_i)$$

$$= \sum_{s_1 \in \Lambda_{L_1}} \cdots \sum_{s_N \in \Lambda_{L_N}} \chi_{\Lambda_s^{(1)}}(x_1) \cdots u_m(x_i) \cdots \chi_{\Lambda_s^{(N)}}(x_N), \quad (35)$$

where we exclude from the sums a sum over the points $s_i \in \Lambda_{L_i}$. We note that $|\text{supp}[u_m(x_i) \otimes \bigotimes_{j \neq i} \chi_{\Lambda_s^{(j)}}(x_j)]|/|\Lambda| \to 0$ as $|\Lambda| \to \infty$, where $|\cdot|$ denotes Lebesgue measure on $\mathbb{R}^{Nd}$. We write each summand on the last line in (35) as

$$\Phi_{s_1, \ldots, m_i, \ldots, s_N}(x_1, \ldots, x_N) = \chi_{\Lambda_s^{(1)}}(x_1) \cdots u_m(x_i) \cdots \chi_{\Lambda_s^{(N)}}(x_N). \quad (36)$$

Inserting these partitions into (31) we obtain

$$K_{m_i, k_j} = \sum_{s_1, t_1 \in \Lambda_{L_1}} \cdots \sum_{s_N, t_N \in \Lambda_{L_N}} \Phi_{s_1, \ldots, m_i, \ldots, s_N}(H_{0,N}^A + M)^{-1}\Phi_{t_1, \ldots, k_j, \ldots, t_N}, \quad (37)$$

where, in the sums indexed by $s_k$ we omit $k = i$ and, similarly, in the sums indexed by $t_p$ we omit $p = j$.

For simplicity of notation, we make a definition. To distinguish the coordinates $x_i$ and $x_j$ and the various localization functions, we write $m_i \in \Lambda_{L_i}$ and $k_j \in \Lambda_{L_j}$, and define $N$-tuples $s(m_i)$ and $t(k_j)$, both in $\Lambda \subset \mathbb{R}^{Nd}$ with $s(m_i) = (s_i, s_2, \ldots, s_{i-1}, m_i, s_{i+1}, \ldots, s_N)$ and similarly $t(k_j) = (t_i, t_2, \ldots, t_{j-1}, k_j, t_{j+1}, \ldots, t_N)$. These $N$-tuples serve as the indices of the functions $\Phi$ in the partitions of unity. We then define:

$$K_{s(m_i)}^{t(k_j)} = \Phi_{s_1, \ldots, m_i, \ldots, s_N}(H_{0,N}^A + M)^{-1}\Phi_{t_1, \ldots, k_j, \ldots, t_N}. \quad (38)$$

This operator is related to $K_{m_i, k_j}$ in (33) as follows. Let $s'(m_i) = (s_i, s_2, \ldots, s_{i-1}, m_i, s_{i+1}, \ldots, s_N)$ be the $N - 1$-tuple obtained from $s(m_i)$ by omitting $m_i$, and similarly for $t'(k_j)$. We then have

$$K_{m_i, k_j} = \sum_{s'(m_i), t'(k_j)} K_{s(m_i)}^{t(k_j)}. \quad (39)$$

Returning to the expectation of the last line on the right in (24), we obtain

$$\mathbb{E}\{TrE_{A}^{(N)}(\Delta)\tilde{V}_{A}^{(N)}(H_{0,N}^A + M)^{-1}\tilde{V}_{A}^{(N)}\}$$

$$= \sum_{i,j=1}^{N} \sum_{m_i \in \Lambda_{L_i}} \sum_{s'(m_i), t'(k_j) \in \Lambda} \mathbb{E}\{TrE_{A}^{(N)}(\Delta)K_{s(m_i)}^{t(k_j)}\}. \quad (40)$$

In relation to Lemma 5, the operators $K_{s(m_i)}^{t(k_j)}$ play the role of the $\Phi_i K \Phi_j$, although there will be a subset of indices for which these operators will not be trace class without further manipulation.
4.5. **Trace norm estimates of the sum** \((40)\). We designate the support of \(\Phi_{s(m_i)}\) by \(s(m_i)\). When the region \(s(m_i)\) is disjoint from \(t(k_j)\), the operator \(K^{t(k_j)}_{s(m_i)}\) is trace class according to Lemma 6 and satisfies an exponential decay estimate as in \((29)\). For pairs of indices \((s(m_i), t(k_j))\) such that the supports of the corresponding functions \(\Phi\) have disjoint support:

\[
\|K^{t(k_j)}_{s(m_i)}\|_1 \leq C_0 e^{-c_0 \|s(m_i) - t(k_j)\|} \\
\leq C_0 \prod_{i \neq j, \ell \neq i, j} e^{-c_0 \|s_i - t_{\ell}\|} e^{-c_0 \|m_i - t_i\| + \|s_j - k_j\|}, \tag{41}
\]

for positive constants \(C_0, c_0 > 0\) depending on \(N\) and \(d\) but independent of \(|\Lambda|\).

4.5.1. **Disjoint support terms.** In order to sum over these pairs, we first fix \((m_i, k_j) \in \bar{\Lambda}_I \times \bar{\Lambda}_J\). We decompose the sum over \((s'(m_i), t'(k_j))\) of \(N - 1\)-tuples for which \((s(m_i), t(k_j))\) are disjoint. The set of all such indices \((s'(m_i), t'(k_j))\) for which the distance to the pair \((m_i, k_j)\) is greater than than twice the diameter of the support of \(u(x_i)\) will be called \(I_{(m_i, k_j)}\), and the complementary set is \(I'_{(m_i, k_j)}\). It is important to note that \(|I'_{(m_i, k_j)}| \sim O(1)\) compared to the volume \(|\Lambda|\). It follows from \((41)\) and Lemma 5 that

\[
\sum_{m_i \in \bar{\Lambda}_I} \sum_{s'(m_i), t'(k_j) \in I_{(m_i, k_j)}} \mathbb{E}\{\text{Tr} E_{\Lambda}^{(N)}(\Delta) K^{t(k_j)}_{s(m_i)}\} \leq 8C_{\text{disj}} s(|\Delta|)|\Lambda|. \tag{42}
\]

The constant \(C_{\text{disj}}\) depends on the particle number \(N\).

4.5.2. **Non-disjoint support terms.** For the other terms for which the support is not disjoint, we have to follow the strategy of [9, Appendix A] based on the estimates in Lemma 6, and the fact that the number of such terms is bounded independently of \(|\Lambda|\). Since these terms are not in the trace class, we need to iterate the resolvent. We denote by \(S(m; \sigma)\) the following sum that occurs in the trace estimate of [9, Appendix A]. For \(\sigma_j > 0\) and \(m + 2 > \log(Nd)/\log 2\), we define:

\[
S(m; \sigma) = \sum_{j=1}^{m} \frac{\sigma_j}{2^j \sigma_0 \sigma_1 \ldots \sigma_{j-1}}, \quad \text{with } \sigma_j > 0, \ \sigma_0 = 1, \tag{43}
\]

where we will choose \(\sigma_j > 0\) below. Following [9, (2.14)], we define \(K_\Lambda\) by

\[
K_\Lambda = \sum_{m_i \in \bar{\Lambda}_I} \sum_{s'(m_i), t'(k_j) \in I_{(m_i, k_j)}} K^{t(k_j)}_{s(m_i)}, \tag{44}
\]
As in [9, Appendix A.1], we obtain
\[
\sum_{m_i \in \Lambda_{L_i}} \sum_{t'(k_j) \in T^i(k_j)} \mathbb{E}\{ \text{Tr} E^{(N)}_\Lambda(\Delta) K_{s(m_i)}^{(k_j)} \} 
\leq S(m, \sigma) \mathbb{E}\{ \text{Tr} E^{(N)}_\Lambda(\Delta) \} + \left( \frac{1}{2^{m \sigma_1 \cdots \sigma_m}} \right) \mathbb{E}\{ \text{Tr} E^{(N)}_\Lambda(\Delta)(K \Lambda K^*_\Lambda)^{2^{m-1}} \}. 
\]
(45)

The constant \( C_{ndisj} \) also depends on \( N \). The operator \((K \Lambda K^*_\Lambda)^{2^{m-1}}\) is proved to be trace class on page 496 of [9]. The second term in (45) is estimated as in Appendix A of [9],
\[
\mathbb{E}\{ \text{Tr} E^{(N)}_\Lambda(\Delta)(K \Lambda K^*_\Lambda)^{2^{m-1}} \} \leq 8C_{ndisj} s(|\Delta|)|\Lambda|. 
\]
(46)

4.5.3. Completion of the proof. We combine the two upper bounds (42) and (46) and sum over \( i, j = 1, \ldots, N \). Inserting this bound on the right side of the last line of (24), we obtain
\[
\mathbb{E}\{ \text{Tr} E^{(N)}_\Lambda(\Delta) \} 
\leq [(E_0 + M)\gamma_N^{-4}S(m; \sigma)]\mathbb{E}\{ \text{Tr} E^{(N)}_\Lambda(\Delta) \} 
+ 8[(E_0 + M)\gamma_N^{-4}](2^{m \sigma_1 \cdots \sigma_m})^{-1}(C_{disj} + C_{ndisj})s(|\Delta|)|\Lambda|. 
\]
(47)

We now choose \( \sigma_j \) so that the first term on the right in (47) can be moved to the left. For any \( B > 0 \), let \( \sigma_j = B^{-2^{j-1}}, j = 1, \ldots, m \), and \( \sigma_0 = 1 \). We then have that \( S(m; \sigma) = B^{-1}(1 - 2^{-m}) \). If we take \( B = (E_0 + M)\gamma_N^{-4} \), then the factor in square brackets in the first term on the right in (47) is \( 1 - 2^{-m} < 1 \), since \( m \geq 1 \) and finite. Moving this term to the left in (47), we obtain
\[
\mathbb{E}\{ \text{Tr} E^{\omega,N}_\Lambda(\Delta) \} \leq C(E_0, d, N, u, U)s(|\Delta|)|\Lambda|. 
\]
(48)

This proves the Wegner estimate of Theorem 1.

The results on the IDS in Theorem 2 follows from this Wegner estimate and the fact that under the hypotheses of Theorem 2, we have \( s(|\Delta|) \leq \|\rho\|_\infty|\Delta| \), where \( \rho > 0 \) is the probability density.

5. Two-region Wegner estimate

We prove two-region Wegner estimates for \( H^{\Lambda}_\omega \) in the spirit of [2] and [5]. Two-region Wegner estimates concern the eigenvalues of two local Hamiltonians \( H^{\Lambda}_\omega \) associated with two regions \( \Lambda_j \), for \( j = 1, 2 \). Because of the possible dependance of the potentials \( V^{\Lambda_j}_\omega \), for \( j = 1, 2 \), on each other even when the regions \( \Lambda_1 \) and \( \Lambda_2 \) are disjoint, we can prove this result only for pairs of regions \( \Lambda_1, \Lambda_2 \) that are called \( R \)-separated in [2]. For example, for two particles in one dimension, the regions \( \Lambda_1 = [0, 1] \times [0, 1] \) is disjoint from the region \( \Lambda_2 = [0, 1] \times [6, 7] \). However, the projections of \( \Lambda_1 \) and \( \Lambda_2 \) on the first axis are the same so the local potentials \( V^{\Lambda_j}_\omega \), for \( j = 1, 2 \), contain the same random variables associated with \( [0, 1] \). Clearly, one region sits in the shadow of the other. However, there
are still a number of random variables in \( \Lambda_1 \) that are independent of those in \( \Lambda_2 \). We recall the definition of \( R \)-separated here that embraces this notion.

Let \( \Pi_j : \mathbb{R}^{Nd} \to \mathbb{R}^d \) be the projection onto the \( j \)th-coordinate. For an \( N \)-particle rectangle \( \Lambda \subset \mathbb{R}^{Nd} \), the set \( \Pi_j \Lambda \) is the \( j \)th-component rectangle of \( \Lambda \) in \( \mathbb{R}^d \). We define \( \Pi \Lambda \) be the subset of \( \mathbb{R}^d \) defined by

\[
\Pi \Lambda \equiv \bigcup_{j=1}^{N} \Pi_j \Lambda \subset \mathbb{R}^d.
\]  

(49)

For a subset \( J \subset \{1, \ldots, N\} \), we define

\[
\Pi_J \Lambda = \bigcup_{j \in J} \Pi_j \Lambda \subset \mathbb{R}^d.
\]  

(50)

We also need the notion of an extension of \( \Lambda \) that takes into account the size of the support of the single site potential \( u \). Suppose that \( \text{supp} \, u \subset B(0, R) \), for some \( R > 0 \). We define the extension \( \hat{\Lambda} \) to be the \( N \)-particle rectangle containing \( \Lambda \) obtained by replacing \( \Lambda_{L_j} \) by \( \Lambda_{L_j+2R} \) in each component rectangle.

**Definition 8.** Two rectangles \( \Lambda, \Lambda' \subset \mathbb{R}^{Nd} \) are \( R \)-separated if there exists a nonempty subset \( J \subset \{1, \ldots, N\} \) of indices so that either

\[
\text{dist} \left[ \Pi_J \hat{\Lambda}, \Pi_J \hat{\Lambda} \cup \Pi_J \hat{\Lambda}' \right] > 2R,
\]

or

\[
\text{dist} \left[ \Pi_J \hat{\Lambda}', \Pi_J \hat{\Lambda}' \cup \Pi_J \hat{\Lambda} \right] > 2R,
\]

where the distance is the Euclidean distance.

The notion of \( R \)-separation guarantees that there are random variables in one rectangle that are independent of the random variables in the second rectangle. In the example above, the second condition of Definition 8 holds with \( R = 1 \) and \( J = \{2\} \).

**Theorem 9.** Let \( H_{\omega,N}^{\Lambda} \) be an \( N \)-particle Hamiltonian restricted to an \( N \)-cube \( \Lambda \). Suppose that \( \text{supp} \, u \subset B(0, R) \), for some \( R > 0 \). Let \( I_0 = (-\infty, E_0] \subset \mathbb{R} \) be an energy interval for any \( E_0 > 0 \) fixed. If \( \Lambda \) and \( \Lambda' \) are two \( R \)-separated \( N \)-particle cubes, then for any \( \epsilon > 0 \) sufficiently small,

\[
\mathbb{P}\{ \text{dist} \, (\sigma(H_{\omega,N}^{\Lambda}) \cap I_0, \sigma(H_{\omega,N}^{\Lambda'}) \cap I_0) < \epsilon \} \leq C \mathcal{W} C(E_0, d, N, u, U) E_0^{d|\Lambda'| |\Lambda| s(2\epsilon)},
\]

(51)

where the constant \( C(E_0, d, N, u, U) \) is defined in (48).

**Proof.** Since \( \Lambda \) and \( \Lambda' \) are partially separated cubes, we may assume without loss of generality, according to Definition 8, that there is a collection of sites associated with a one-particle cube \( \Gamma \subset \Lambda \) so that the associated random variables are independent of those in \( \Lambda' \). Any operator \( H_{\omega,N}^{\Lambda} \) is uniformly lower semi-bounded and has only finitely-many eigenvalues in \( I_0 \). As in [2, page 564],
we then can compute
\[
\mathbb{P}\{\text{dist} (\sigma(H^\omega_{\omega,N}) \cap I_0, \sigma(H^N_{\omega,N}) \cap I_0 < \epsilon) \} = \mathbb{E}_{\Gamma_c}\left[ \mathbb{P}_{\Gamma_c}\{\text{dist} (\sigma(H^\omega_{\omega,N}) \cap I_0, \sigma(H^N_{\omega,N}) \cap I_0) < \epsilon \mid \{\omega_k\}_{k \in \Gamma_c} \} \right] = \mathbb{E}_{\Gamma_c}\left[ \mathbb{P}_{\Gamma_c}\{\text{dist} (\sigma(H^\omega_{\omega,N}) \cap I_0, \sigma(H^N_{\omega,N}) \cap I_0) < \epsilon \mid \{\omega_k\}_{k \in \Gamma_c} \} \right] \leq \mathbb{E}_{\Gamma_c}\left[ \sup_{E \in I_0} \mathbb{P}_{\Gamma_c}\{\text{dist} (\sigma(H^\omega_{\omega,N}) \cap I_0, E) < \epsilon \mid \{\omega_k\}_{k \in \Gamma_c} \} \right] \leq C_W C(\mathbb{E}_{\Gamma}^d|\Lambda'||\Lambda|s(2\epsilon)).
\] (52)

On the fourth line of (52), we used Weyl’s law with constant \(C_W\) to bound the number of eigenvalues of \(H^\omega_{\omega,N}\) less than \(E_0\). To calculate the probability with respect to the random variables in the one-particle cube \(\Gamma\), we used the fact that we can obtain a lower bound in the calculation (18) without the sum over the coordinate index \(i\). We can then proceed with the proof as in section 4 for \(\epsilon > 0\) small enough. This proves (51).

These two-region Wegner estimates are necessary for the multi-scale analysis proof of localization, see, for example, [14, section 5].

6. Application to the Delone-Anderson Model

The techniques we have developed above can be used to extend the results of Rojas-Molina and Veselić [17] and Klein [12] to the following non-ergodic model based on a one-particle random potential of Delone-Anderson type. For any pair of finite positive constants \((m,M)\), with \(0 < m < M < \infty\), an \((m,M)\)-Delone set \(\Gamma_{m,M}\) is a discrete subset \(\{z_j\} \subset \mathbb{R}^d\) having the property that any cube of side length \(m\) contains no more than one point, and any cube of side length \(M\) contains at least one point. Hence the lattice \(M\mathbb{Z}^d\) contains at least one point of the Delone set \(\Gamma_{m,M}\) in each cube of side length \(M\). Consequently, we can apply the above methods to the lattice \(M\mathbb{Z}^d\). We decompose the \((m,M)\)-Delone set into two components \(\Gamma_{m,M} = \Gamma_1 + \Gamma_2\), where \(\Gamma_1\) contains exactly one point \(y_j\) in \(\Lambda_M(j)\). Furthermore, these points are separated by a distance at least \(m\). We decompose the random potential into two pieces according to this decomposition of the set:

\[
V_\omega(x) = \sum_{j \in \mathbb{Z}^d} u(x - z_j) = V_{\Gamma_1}(x) + V_{\Gamma_2}(x).
\] (53)

where

\[
V_{\Gamma_1}(x) = \sum_{j \in \mathbb{Z}^d} u(x - y_j).
\] (54)

The potential \(V_{\Gamma_2}\) is bounded and independent of \(V_{\Gamma_1}\), so we can add it to the potential \(U\) without any loss of generality. We use the random variables associated with \(\Gamma_1\) in the spectral averaging. In this way, and using his sUCPSP, Klein obtained an improvement of [17, Theorem 4.2]. For the \(N\)-body case, we obtain the analog of Theorem 1 for the \(N\)-body Delone-Anderson random Schrödinger operator.
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