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Abstract

In a series of papers Ky Fan developed a geometric theory of holo-
morphic functions of proper contractions on Hilbert spaces in the
sense of the functional calculus. His results are a powerful tool in
the study of the discrete-time semigroups of l-analytic functions de-
fined by iterating such a function on the open unit ball of the space
of bounded linear operators on a Hilbert space. In this paper we ex-
amine the asymptotic behavior of continuous semigroups of l-analytic
functions. We establish infinitesimal versions of Ky Fan’s results as
well as of the classical Julia–Carathéodory and Wolff Theorems by
developing the generation theory of continuous one-parameter semi-
groups of l-analytic functions. We then introduce a general approach
to the study of geometric properties of univalent functions in Banach
spaces by using the linear one-parameter semigroups defined on the
space of holomorphic mappings. Applying our results on the asymp-
totic behavior of semigroups of l-analytic functions with no stationary
point, we describe l-analytic functions which are star-like with respect
to a boundary point. All our considerations are carried out in the
framework of J∗-algebras with identity, which include, for example,
C∗-algebras and certain Cartan factors.

0 Introduction

In a series of papers Ky Fan [14]–[17] developed a geometric theory of holo-
morphic functions of proper contractions on Hilbert spaces in the sense of
the functional calculus. A special class of holomorphic mappings (which we
will call l-analytic functions), defined by the Riesz–Dunford integral on the
space L(H) of bounded linear operators on a Hilbert space H, is of great
interest in the functional calculus of operator theory (see, for example, [10],
[14]–[17], [3]). Generalizing the von Neumann Theorem [10], Fan [14]–[17]
extended to l-analytic functions the classical Schwarz Lemma, Julia’s Lemma
and Wolff’s Theorem (as a boundary version of the Schwarz Lemma). Ando
and Fan [3] also proved several general operator inequalities in the spirit of
Pick and Julia which yield the above-mentioned results. These results are a
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powerful tool in the functional calculus as well as in the study the discrete-
time semigroups of l-analytic functions defined by iterating such a function
on the open unit ball of L(H).

We begin with a brief description of these results.
For a complex function f which is analytic on the open unit disk ∆ =

{z ∈ C : |z| < 1}, f(A) will denote the operator on H defined by the usual
Riesz–Dunford integral ([10, p. 568]):

f(A) =
1

2πi

∫

Γ

f(z)(zI − A)−1dz, (0.0.1)

where Γ is a positively oriented simple closed rectifiable contour lying in ∆
and containing the spectrum of A in its interior. (This definition is equivalent
to the definition using the power series expansion of f about the origin.)

We now quote Ky Fan’s version of Wolff’s Theorem for operators.

Theorem A [16] Let the complex function f be analytic on the open unit
disk ∆ such that f(∆) ⊂ ∆ and f(z) 6= z for every z ∈ ∆. Let f [n] denote
the n-th iterate of f . Then there exist a complex number w with |w| = 1 and
non-negative numbers c(w, A) and r(w, A) such that

∥∥f [n](A)− c(w, A)wI
∥∥ ≤ r(w,A) (0.0.2)

holds for n = 1, 2, . . . and any operator A on H with ‖A‖ < 1. Furthermore,
the relations

‖A− c(w,A)wI‖ = r(w,A) (0.0.3)

and
c(w,A) + r(w, A) = 1 (0.0.4)

hold for any complex number w with |w| = 1 and any operator A on H with
‖A‖ < 1.

In the case when the Hilbert space H is one-dimensional (i.e., when H
is the complex plane), the above theorem reduces to Wolff’s theorem, which
has the following geometric interpretation:

If Dz denotes the closed disk with center c(w, z)w and radius r(w, z), then
Dz is the closed disk containing z on its boundary and internally tangent to
the unit circle at w. Inequality (0.0.2) asserts that f [n](z) ∈ Dz.

Another elegant result concerning iteration theory is Julia’s Lemma for
Operators.
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Theorem B ([14]–[15]) Let f be a complex function analytic on the
open unit disk ∆ = {z ∈ C : |z| < 1} with |f(z)| < 1 for z ∈ ∆. Let
{zn} ⊂ ∆ be such that

lim
n→∞

zn = 1, lim
n→∞

f(zn) = 1 (0.0.5)

and

lim
n→∞

1− |f(zn)|
1− |zn| = α, (0.0.6)

where α is finite. Let A be an operator on a Hilbert space H with ‖A‖ < 1.
Then:

(a) We have

∥∥{I − f(A)}{I − f(A)∗f(A)}−1{I − f(A)∗}∥∥
≤ α

∥∥(I − A)(I − A∗A)−1(I − A∗)
∥∥ . (0.0.7)

(b) If β is a positive number such that

(I − A∗)(I − A) < β(I − A∗A), (0.0.8)

then
[I − f(A)∗] [I − f(A)] < αβ [I − f(A)∗f(A)] . (0.0.9)

(c) If β is a positive number such that

∥∥∥∥A− 1

1 + β
I

∥∥∥∥ <
β

1 + β
, (0.0.10)

then ∥∥∥∥f(A)− 1

1 + αβ
I

∥∥∥∥ <
αβ

1 + αβ
. (0.0.11)

As a matter of fact, inequality (0.0.8) is equivalent to (0.0.10) and in-
equality (0.0.9) is equivalent to (0.0.11). Observe also that by the Julia–
Carathéodory Theorem the number α in (0.0.6) is exactly the so-called an-
gular derivative

∠f ′(1) = lim
z→1

1− f(z)

1− z
(0.0.12)

of f at the boundary point w = 1, where z tends to 1 in nontangential
approach regions in ∆ (see Section 3 below).

3



In addition, if α ≤ 1 and f is not the identity mapping, then the number
w in Wolff’s Theorem must be 1. This is the content of the so-called Julia–
Wolff–Carathéodory Theorem (see, for example, [44, 45]).

All these results can be considered a boundary version of the generalized
Schwarz Lemma (obtained by Ky Fan in [14]).

Theorem C Let A be a proper contraction on a Hilbert space H. Let
f, g, h ∈ Hol(∆) be such that f = gh and |h(z)| ≤ 1 for z ∈ ∆. Then

g(A)∗g(A) ≥ f(A)∗f(A) (0.0.13)

and
‖g(A)‖ ≥ ‖f(A)‖. (0.0.14)

Strict inequality holds in (0.0.13) if and only if g(A)∗g(A) > 0 and h is
not a constant function of modulus 1. Equality in (0.0.14) holds if and only
if either g(A) = 0 or h is a constant function of modulus 1.

Using this operator analog of the Schwarz Lemma, Ky Fan (in the same
work [14]) studied different geometric properties of analytic functions of a
proper contraction.

In particular, he established the following result:

Theorem D Let g ∈ Hol(∆) be univalent on ∆ with g(0) = 0 and
g′(0) = 1. If g is star-like (i.e., the image g(∆) is a star-like set with re-
spect to the origin), then the set of all g(A), when A runs through all proper
contractions on H, is a star-like set of operators. More precisely: for every
proper contraction A on H and any nonnegative number r < 1, there is a
unique proper contraction B on H such that g(B) = rg(A). Furthermore,
A∗A ≥ B∗B with strict inequality in case A∗A > 0; and ‖A‖ > ‖B‖ unless
A = 0.

The following problem is one of the classical issues in Analysis: Given a
one-parameter semigroup defined on the half-axis, study its asymptotic be-
havior, and in particular, find an optimal rate of convergence to its stationary
point (i.e., common fixed point) if it exists. For semigroups of holomorphic
mappings this problem has been considered by many mathematicians for
more than one hundred years in connection with classical geometric function
theory (see, for example, [20]), stochastic branching processes [29, 43], the
theory of composition operators on Hardy spaces [5, 7], optimization and
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control theory [31], and the theory of linear operators in indefinite metric
spaces (Krein and Pontryagin spaces) [51]–[53].

In the one-dimensional case, the asymptotic behavior of a discrete-time
semigroup defined by iterating a holomorphic self-mapping F of the open
unit disk ∆ is described by the classical Denjoy–Wolff Theorem: If f is not
the identity and is not an elliptic automorphism of ∆, then its iterates f [n]

converge to a constant w ∈ ∆. (This result also led to many investigations
in higher dimensions.)

Note that even in this simplest situation, for the case where f has an
interior null point in ∆, the optimal rate of convergence seems to be unknown.

At the same time, in the case where f has no null point in ∆, the best
uniform rate of convergence of f [n] to a boundary point of ∆, in terms of the
angular derivative of f at this point, can be given by Wolff’s Theorem and
the Julia–Carathéodory Theorem (when α < 1).

In turn, Ky Fan’s Theorems A and B give a complete description of
the asymptotic behavior of the iterates of a fixed point free l-analytic self-
mapping of the open unit ball in L(H).

To discuss quantitative aspects of the asymptotic behavior of a continuous
semigroup, one needs some basic data analogous to the given holomorphic
mapping f in the case of a discrete semigroup f [n]. In this case a fixed point
of f is a common fixed point for f [n]. This, however, is no longer true for a
continuous semigroup {ft : t ≥ 0} (even if it consists of fractional iterates
of f).

To overcome this difficulty, one considers, instead of the fixed point set of
a one-parameter semigroup, the null point set of its so-called generator, which
are, in fact, one and the same. Namely, for a discrete-time one-parameter
semigroup defined by iterating a mapping f , the generator h is just the
mapping h := I − f , where I is the identity mapping on the underlying
space. For a continuous semigroup {ft : t ≥ 0} satisfying the condition
f0 = I, the (infinitesimal) generator h is defined as the limit

h := lim
t→0+

1

t
(I − ft)

if it exists.
In this paper we will first establish infinitesimal versions of Ky Fan’s

results as well as of the classical Julia–Carathéodory and Wolff Theorems by
developing the generation theory of continuous one-parameter semigroups of
l-analytic functions.
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More precisely, we will prove, inter alia, the following three assertions.

1. Let D be the open unit ball of L(H), and let {S(t) : t ≥ 0} be a one-
parameter continuous semigroup of l-analytic functions on D. Then S(t) is
right-differentiable at 0 and its derivative is a holomorphically anti-dissipative
(accretive) l-analytic function on D. Conversely, if f is a holomorphically
anti-dissipative (accretive) l-analytic function on D, then it generates a one-
parameter semigroup via the Cauchy problem





dS(t)

dt
+ f(S(t)) = 0

S(0) = I.

2. Let f be an l-analytic anti-dissipative function on D. Then f has no null
points in D if and only if the following condition holds:

For some E ∈ ∂D such that E∗E = I and aE > 0 for some a ∈ C, there
exists the limit

lim
r→1−

E∗f(rE)

r − 1
= B

with Re B ≥ 0.

Observe also, that if F is an l-analytic function on D with F (D) ⊂ D,
then the function f = I − F is an l-analytic anti-dissipative function on D
(see, for example, [36, 37]). Thus the above assertion implies the following
version of the Julia–Wolff–Carathéodory Theorem:

If the l-analytic function F : D 7→ D is not the identity mapping, then F
has no fixed point in D if and only if for some τ ∈ ∂∆ the radial limit

lim
r→1−

F (rτI)− τI

r − 1

exists and is equal to αI with 0 < α ≤ 1.

Note that an interior common fixed point of a one-parameter semigroup
is a null point of its generator. Therefore assertion 2 enables us to obtain
information not only on fixed points of a single mapping, but also on the
whole semigroup, as well as to study its asymptotic behavior.
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3. Let {S(t) : t ≥ 0} be a semigroup of l-analytic functions on D which has
no stationary point in D. Then there is a unimodular point τ such that

lim
t→∞

S(t) = τI.

In addition, if f = −dS
dt

(0+), then for E = τI the limit in assertion 2

exists and for some positive number γ,

(τI − S(t)(A))
[
(I − S(t)(A))∗S(t)(A)

]−1

(τ̄ I − (S(t)(A))∗)

≤ e−γt (τI − A) (I − A∗A)−1 (τ̄ I − A∗) .

Moreover, the maximal γ for which this inequality holds is exactly β.

It turns out that information on the asymptotic behavior of one-parameter
semigroups of holomorphic mappings can be used to study geometric char-
acteristics of biholomorphic functions in Banach spaces, and, in particular,
star-like, spiral-like, convex and close-to-convex functions (see, for example,
the review of Goodman [22] for the one-dimensional case and the book by
Gong [21] for the finite-dimensional case). We also refer to Suffridge [47]–
[49], Gurganus [23] and Fan [15] for infinite-dimensional approaches. Heath
and Suffridge [30] considered geometric properties of analytic functions in-
troduced by Lorch (L-analytic functions) on Banach algebras with identity.

As we mentioned above, Ky Fan [14] (see also Theorem D) has extended
one-dimensional results for star-like functions to l-analytic functions on the
open unit ball of L(H), the space of bounded linear operators, by using
the generalized Schwarz Lemma (Theorem C) and the so-called principle of
subordination. Observe that although the classes of star-like and spiral-like
functions were studied very extensively, little was known about functions that
are star-like or spiral-like with respect to a boundary point. In fact, it was
not until 1981 that Robertson [40] conjectured a condition which might char-
acterize the star-likeness with respect to a boundary point. His conjecture
was proved by Lyzzaik [34] in 1984 and completed by Silverman and Silvia
[46] in 1990. However, the approaches used in their work have a crucially
one-dimensional character (because of the Riemann mapping theorem and
Carathéodory’s theorem on kernel convergence). For the one-dimensional
case, another (dynamic) approach was pointed out in [45] (see also [13]),
which is also applicable to functions which are spiral-like with respect to a
boundary point. In the present paper we introduce a new general approach
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to the study of geometric properties of univalent functions in Banach spaces
by using the linear one-parameter semigroups defined on the space of holo-
morphic mappings. In addition, by applying the above-mentioned results on
the asymptotic behavior of semigroups of l-analytic functions with no sta-
tionary point, we will also describe l-analytic functions which are star-like
with respect to a boundary point.

Finally, we mention that all our considerations will be carried out in
the framework of the so-called J∗-algebras with identity, which include, for
example, C∗-algebras and some Cartan factors.

The paper is organized as follows. Section 1 is devoted to preliminar-
ies involving vector fields of holomorphic mappings, semigroups, J∗-algebras,
and l-analytic functions. Our main results are presented in Section 2. We
begin with several results on l-analytic generators and semigroups (Theorems
2.1.1, 2.1.8 and 2.1.12) and continue with a result on a multiplication trans-
formation in the spirit of Hummel (Theorem 2.2.2). We then investigate
stationary points and the asymptotic behavior of semigroups of l-analytic
functions (Theorems 2.3.1, 2.3.3, 2.4.1 and 2.4.4) and establish an infinites-
imal version of the Julia-Wolff-Carathéodory Theorem (Theorem 2.4.3). In
the third and last section we first present our general dynamic approach to
star-like mappings in Banach spaces (Theorems 3.1.1 and 3.1.2) and then ap-
ply it to the study of star-like l-analytic functions on J∗-algebras (Theorems
3.2.1, 3.2.2 and 3.2.4).

1 Preliminaries

1.1 Vector fields of holomorphic mappings and semi-
groups

Throughout this paper, X denotes an arbitrary complex Banach space, I
denotes the identity mapping on X, and ∆ denotes the open unit disk of the
complex plane C.

Recall that a complex Banach space valued function h defined on a do-
main (open connected subset) D of X is said to be holomorphic in D if for
each x ∈ D, the Fréchet derivative of h at x (denoted by Dh(x) or h′(x))
exists as a bounded complex-linear mapping of X into the Banach space
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containing the values of h.
If D and Ω are domains in complex Banach spaces X and Y , respectively,

then we denote the set of holomorphic mappings from D into Ω by Hol(D, Ω).
For f ∈ Hol(D, Ω) and a ball K strictly inside D (we write K b D), we

set
‖f(x)‖K = sup

x∈K
‖f(x)‖. (1.1.1)

We will mostly consider the subspace H̃ol(D, Ω) of Hol(D, Ω) consisting of
all those holomorphic mappings which are bounded on each ball strictly inside
D. The system of semi-norms (1.1.1) induces on H̃ol(D, Ω) the topology of
local uniform convergence over D (or briefly, T -convergence).

Thus if a net {fj}j∈A ⊂ H̃ol(D, Y ) T -converges to f ∈ H̃ol(D, Y ), we
write

f = T - lim
j∈A

fj

(For more details see [33] and [18]).
For our purpose we need the following concept.

Definition 1.1.1 A holomorphic vector field

Tg = g(x)
∂

∂x
(1.1.2)

on a domain D is determined by a holomorphic mapping g ∈ Hol(D, X) and
can be regarded as a linear operator mapping Hol(D, X) into itself, where
Tgf ∈ Hol(D, X) is defined by

(Tgf) (x) = Df(x)g(x), x ∈ D. (1.1.3)

The set of all holomorphic vector fields on D is a Lie algebra under the
commutator brackets

[Tg, Th] =

[
g(x)

∂

∂x
, h(x)

∂

∂x

]
:= (Dg(x)h(x)−Dh(x)g(x))

∂

∂x
(1.1.4)

(see, for example, [4, 33, 9, 50, 6]).

It follows by the Cauchy inequalities that H̃ol(D, X) is invariant under

Tg whenever g ∈ H̃ol(D, X).
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Furthermore, each vector field (1.1.2) is locally integrable in the following
sense: For each x ∈ D there exist a neighborhood Ω of x and δ > 0 such that
the Cauchy problem





∂u(t, x)

∂t
+ g(u(t, x)) = 0

u(0, x) = x

(1.1.5)

has a unique solution {u(t, x)} ⊂ D defined on the set {|t| < δ}×Ω ⊂ R×D.

Definition 1.1.2 The holomorphic vector field Tg defined by (1.1.2) and
(1.1.3) is said to be (right) semi-complete (respectively, complete) on D if
the solution of the Cauchy problem (1.1.5) is well defined on all of R+ ×D
(respectively, R×D), where R+ = [0,∞) (respectively, R = (−∞,∞)).

Now we relate these concepts to semigroup theory.

Definition 1.1.3 A family {S(t)} ⊂ Hol(D,D), where either t ∈ R+ or
t ∈ N (= {0, 1, 2, . . .}) of holomorphic self-mappings of D is called a (one-
parameter) semigroup if

S(s + t) = S(s) ◦ S(t), s, t ∈ R+ (s, t ∈ N), (1.1.6)

and
S(0) = ID,

where ID is the restriction of the identity operator I to D.

A semigroup {S(t) : t ∈ R+} is said to be (strongly) continuous if the
vector-valued function S(t)x : R+ 7→ D is continuous in t for each x ∈ D.

It is known that {S(t) : t ∈ R+} is strongly continuous if and only if

lim
t→0+

S(t)(x) = x (1.1.7)

for each x ∈ D (see, for example, [36]).
When t ∈ N we say that the semigroup is discrete. In other words, a

discrete semigroup {S(t) : t ∈ N} is the family of iterates of the self-mapping
S(1) ∈ Hol(D,D).
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Definition 1.1.4 Let {S(t) : t ∈ R+} be a continuous semigroup defined
on D. If the strong limit

g(x) = lim
t→0+

1

t
(x− S(t)(x)) (1.1.8)

exists for each x ∈ D, then g will be called the (infinitesimal) generator of
the semigroup {S(t)}.

In this case we will say that {S(t) : t ∈ R+} is a differentiable semigroup.

In fact, it can be shown (see, for example, [37]) that if D is hyperbolic
(for example, bounded), then a continuous semigroup has a generator if and
only if the convergence in (1.1.7) is locally uniform on each ball strictly inside
D, i.e.,

T - lim
t→0+

S(t) = ID. (1.1.9)

In other words, a continuous semigroup is differentiable if and only if it is
locally uniformly continuous (briefly, T -continuous). Moreover, the mapping
defined by

u(t, x) = S(t)(x) (1.1.10)

is the solution of the Cauchy problem (1.1.5) (see, for example, [36]–[39]).
If a semigroup {S(t) : t ∈ R+} has a continuous extension to all of R,

then {S(t) : t ∈ R} is actually a (one-parameter) group of automorphisms
of D.

The converse is also true: If an element S(t0), t0 > 0, of a semigroup
{S(t) : t ∈ R+} is an automorphism of D, then so is each S(t) and this
semigroup can be continuously extended to a (one-parameter) group. Thus,
a holomorphic vector field Tg, defined by (1.1.2), is semi-complete (complete)
on D if and only if g is the generator of a one-parameter semigroup (respec-
tively, group) of holomorphic self-mappings of D. It can also be shown (see

[37]) that g actually belongs to H̃ol(D, X), i.e., it is holomorphic on D and

bounded on each ball strictly inside D. The subset of H̃ol(D, X) consisting
of all holomorphic mappings which induce (right) semi-complete vector fields
will be denoted by G+(D). (G−(D) can be defined similarly by using the limit

lim
t→0−

1

t
(x− S(t)(x))). The set G±(D) = G+(D)

⋂G−(D) consists of all holo-

morphic mappings which induce through (1.1.2) the set of complete vector
fields. Usually this set is denoted by aut(D).
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On the other hand, if D is bounded, then a semigroup (group) {S(t)}, t ∈
R+, (respectively, t ∈ R), induces the linear semigroup (group) {L(t)} of

linear mappings L(t) : H̃ol(D, X) 7→ H̃ol(D, X) defined by

(L(t)f) (x) := f(S(t)(x)), t ∈ R+ (t ∈ R), x ∈ D. (1.1.11)

This semigroup is called the semigroup of composition operators on
H̃ol(D, X). If {S(t)}, t ∈ R+ (t ∈ R), is T -continuous, (that is, differ-
entiable), then {L(t)}, t ∈ R+ (t ∈ R), is also differentiable and





∂L(t)f

∂t
+ Tg(L(t)f) = 0

L(0)f = f

(1.1.12)

for all f ∈ H̃ol(D, X), where g = − dS(t)

dt

∣∣∣∣
t=0

.

In other words, the holomorphic vector field Tg, defined by (1.1.2) and

(1.1.3), and considered as a linear operator on H̃ol(D, X), is the infinitesimal
generator of the semigroup {L(t)}. We will call it the Lie generator. Thus a
holomorphic vector field Tg is semi-complete (respectively, complete) if and
only if it is the Lie generator of a linear semigroup (respectively, group) of

composition operators on H̃ol(D, X). This follows from the observation that

L(t)ID = S(t) (1.1.13)

and
TgID = g. (1.1.14)

Moreover, using the exponential formula representation for the linear
semigroup:

L(t)f =
∞∑

k=0

(−1)ktk

k!
· T k

g f = exp [−tTg]f, (1.1.15)

(see, for example, [54, 36]), (1.1.13) and (1.1.14) we have

S(t) =
∞∑

k=0

(−1)ktk

k!
T k

g ID = exp [−tTg]ID. (1.1.16)

In other words, a T -continuous semigroup of holomorphic self-mappings
on a bounded domain can be represented in exponential form by the holo-
morphic vector field corresponding to its generator.
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Another exponential representation on a hyperbolic convex domain can
be given by using the so-called nonlinear resolvent of g.

More precisely, let D be a bounded (or more generally, hyperbolic) convex
domain. Then it was shown in [36]–[38] that g ∈ Hol(D, X) belongs to G+(D)
if and only if for each r ≥ 0 the mapping (I + rg)−1 = Jr is a well-defined
holomorphic self-mapping of D.

Furthermore, if {G(r) : r ≥ 0} is any continuous family of holomorphic
self-mappings of D such that the limit

g(x) = lim
r→0+

1

r
(x−G(r)x)) , x ∈ D,

exists, then g ∈ G+(D) and the semigroup generated by g can be represented
by the product formula

S(t) = lim
n→∞

Gn

(
t

n

)
. (1.1.17)

In particular,

S(t) = lim
n→∞

(
I +

t

n
g

)−n

(1.1.18)

(exponential formula), where the limits in (1.1.17) and (1.1.18) are taken
with respect to the T -topology on Hol(D, X).

A characterization of semi-complete vector fields can be given also in
terms of the numerical range of holomorphic functions [24]. For our further
needs it is sufficient to consider the case of the open unit ball D of X. For
x ∈ ∂D, let J(x) be the set of all continuous linear functionals which are
tangent to D at x, i.e.,

J(x) = {l ∈ X∗ : l(x) = 1, Re l(y) ≤ 1, y ∈ D} .

If h ∈ Hol(D, X) has a continuous extension to D, the closure of D, then
we define the set

V (h) = {l(h(x)) : l ∈ J(x), x ∈ ∂D}
to be the (total) numerical range of h.

Definition 1.1.5 We say that a mapping h ∈ Hol(D, X) is holomorphically
dissipative if

L(h) := lim
s→1−

[sup Re V (hs)] ≤ 0,
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where hs(x) = h(sx).
A mapping h is said to be holomorphically anti-dissipative (or accretive)

if −h is dissipative.

It follows by results in [28] and [37] that G−(D) (respectively, G+(D))
consists exactly of the holomorphically dissipative (respectively, accretive)
mappings.

1.2 Some ∗-algebras

Let A be a Banach algebra over the complex field C, i.e., A is a complex
Banach space with the multiplication operation satisfying ‖x ·y‖ ≤ ‖x‖ ·‖y‖.

Recall that A is called an algebra with involution if there is an anti-linear
mapping x 7→ x∗ of A into itself such that (x∗)∗ = x and (x ·y)∗ = y∗x∗. The
element x∗ is called the element adjoint to x.

Definition 1.2.1 A complex Banach algebra A with involution is called a
C∗-algebra if ‖x‖2 = ‖x · x∗‖ for all x ∈ A.

Standard examples of C∗-algebras are A = C, the complex plane with the
conjugation z 7→ z̄, which is obviously an involution; A = C0(S), the algebra
of all complex continuous functions vanishing at infinity on a locally compact
Hausdorff space S; A = L(H), the algebra of bounded linear operators on a
complex Hilbert space H with the inner product (·, ·). For an element A ∈
L(H), the adjoint operator A∗ is defined by the equality (Ax, y) = (x,A∗y).

At the same time, by the Gelfand–Naimark theorem (see, for example,
[41]) each C∗-algebra can be realized as a closed subalgebra of L(H) with
a suitable H. Actually, for our purpose we can restrict ourselves to these
subalgebras.

An element x ∈ A is said to be Hermitian (self-adjoint) if x∗ = x. The set
of all Hermitian elements will be denoted by AH . In particular, the elements

Re x :=
1

2
(x + x∗) and Im x :=

1

2i
(x− x∗) (1.2.1)

are Hermitian.
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Definition 1.2.2 An element x ∈ A is said to be positive if x ∈ AH and
there is y ∈ AH , such that y2 = x.

It is known (see, for example, [8]) that x ∈ AH is positive if and only if
there is y ∈ A such that

x = y∗y. (1.2.2)

If A ∈ L(H), then (1.2.2) implies in turn that A ∈ A is positive if and
only if

(Aζ, ζ) ≥ 0 for all ζ ∈ H, (1.2.3)

or if and only if the spectrum of A

σ(A) ⊂ R+ = [0,∞). (1.2.4)

Now we turn to the class of J∗-algebras which were introduced by L. A.
Harris [25, 27]. This class consists of Banach spaces of operators mapping
one Hilbert space into another.

Definition 1.2.3 Let H and K be complex Hilbert spaces and let L(H,K) be
the space of bounded linear operators from H into K. A closed subspace A of
L(H,K) is called a J∗-algebra if AA∗A ∈ A whenever A ∈ A.

Of course, J∗-algebras are not algebras in the ordinary sense. However,
from the point of view of operator theory they may be considered a gener-
alization of C∗-algebras; see [25]. Any open unit ball of a J∗-algebra is a
natural generalization of the open unit disk of the complex plane. In partic-
ular, any Hilbert space H may be thought of as a J∗-algebra identified with
L(H,C). Also, any C∗-algebra in L(H) is a J∗-algebra. Other important
examples of J∗-algebras are the so-called Cartan factors of type I, II, III, IV,
which are the sets A1, A2, A3, A4, respectively, where A1 = L(H,K), A2 =
{A ∈ L(H) : At = A}, A3 = {A ∈ L(H) : At = −A} (where Atx = A∗x̄
for a given conjugation x 7→ x̄ in H) and A4 is any closed complex subspace
A of L(H) such that both A∗ ∈ A and A2 = λI for some complex number λ
whenever A ∈ A. (Cartan factors of type IV are variants of the spin factors.)

Thus, the four basic types of the classical Cartan domains and their
infinite dimensional analogues are the open unit balls of J∗-algebras, and
the same holds for any finite and infinite product of these domains.
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A crucial property of J∗-algebras is that they have a kind of Jordan triple
product structure and contain certain symmetrically formed products of their
elements. In particular, for all elements A,B, C in a J∗-algebra A,

AB∗C + CB∗A ∈ A. (1.2.5)

Also, we observe that every J∗-algebra is isometrically J∗-isomorphic (see
[25, 27]) to a J∗-algebra in L(H) for a suitable Hilbert space H. Our further
considerations will be restricted to this case.

Definition 1.2.4 Call a J∗-algebra unital if the underlying Hilbert spaces
are the same and if it contains the identity operator.

Note that a closed subspace of L(H) which contains the identity operator
is a unital J∗-algebra if and only if it contains the squares and adjoints of
each of its elements (see the identities (1) in [25]).

When a unital J∗-algebra contains an operator, it contains any polyno-
mial in that operator.

Finally, we observe that if D is the open unit ball of a J∗-algebra (which
is known to be a bounded symmetric domain) and g ∈ Hol(D,A), then the

holomorphic vector field Tg = g
∂

∂A
on Hol(D,A) induced by g is complete

if and only if g is a polynomial of degree at most 2 of the form

g(A) = B − AC∗A + Φ(A), (1.2.6)

where B is an element of A and Φ : A 7→ A is a conservative linear operator
on A, i.e., for each A ∈ A with ‖A‖ = 1 and l ∈ A∗ with ‖l‖ = l(A) = 1, we
have Re l(Φ(A)) = 0 (see, for example, [50, 4, 9]).

In other words, (1.2.6) gives a representation of the class

G±(D) = G+(D)
⋂
G−(D).

1.3 l-analytic functions on unital J∗-algebras

Let A be a unital J∗-algebra and let Ω be a domain in the complex plane C.
Consider the set

DΩ = {A ∈ A : σ(A) ⊂ Ω} . (1.3.1)
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Since A is a closed subset of L(H), DΩ is an open set in the topology of
A induced by the sup-norm of L(H).

For a function f ∈ Hol(Ω,C) we define the function f̂ : DΩ 7→ L(H) by
using the Riesz–Dunford integral:

f̂(A) =
1

2πi

∫

Γ

f(λ) (λI − A)−1dλ (1.3.2)

(see, for example, [10, p. 568]), where Γ ⊂ DΩ is a positively oriented simple
closed rectifiable contour such that the interior domain of Γ contains σ(A).

Remark. Since A is closed, the equality

An =
1

2πi

∫

Γ

λn (λI − A)−1dλ (1.3.3)

and (1.2.5) imply that f̂ : DΩ 7→ A, i.e., the values of f̂(A) for A ∈ DΩ ⊂ A

are also in A.

It is clear that f̂ belongs to Hol(DΩ, A).

Definition 1.3.1 Let D be a domain in a unital J∗-algebra A ⊂ L(H). A
holomorphic mapping F : D 7→ A is said to be an l-analytic function if

(i) there is a domain Ω ⊂ C such that D ⊂ DΩ, where DΩ is defined by
(1.3.1);

(ii) there is a holomorphic function f ∈ Hol(Ω,C) such that F (A) = f̂(A)
for all A ∈ DΩ, where f̂ is defined by (1.3.2).

This function will be called the producing function of F (= f̂). The set

of all l-analytic functions on D will be denoted by Ĥol(D,A).

It is well known (see, for example, [10, p. 568] and [41]) that the “lifting”
mapping f 7→ f̂ defined by (1.3.2) is multiplicative, i.e., if f and g belong to
Hol(Ω,C) and h = f · g, then

f̂(A)ĝ(A) = ĥ(A). (1.3.4)

Remark. Although in general A is not an algebra in the ordinary sense,
i.e., for each pair of elements, A does not necessarily contain their product,
condition (1.3.4) shows that the product of values of l-analytic functions of
the same element is commutative and is also an element of A.
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Also, if f ∈ Hol(Ω,C), Ω1 is a domain in C such that f(Ω) ⊂ Ω1, and
g ∈ Hol(Ω1,C), then the equality h(λ) = g(f(λ)) implies that

ĥ(A) = ĝ(f̂(A)) (1.3.5)

for all A ∈ DΩ.
Thus the lifting mapping f 7→ f̂ preserves the composition operation.

Remark. If f : Ω 7→ C is univalent, then it is clear that f(Ω) is open
and that f has a holomorphic inverse g which maps f(Ω) onto Ω. In this
situation, the composition law (1.3.5) shows that the l-analytic function f̂ :
DΩ 7→ f̂(DΩ) is biholomorphic and, in particular, that f̂(DΩ) is open.

In addition, the lifting mapping is continuous in the following sense: If
{fn} ⊂ Hol(Ω,C) converges to f uniformly on compact subsets of Ω, then

f̂(A) = lim
n→∞

f̂n(A), A ∈ DΩ (1.3.6)

(see [10, p. 571]).
Finally, we mention a simple but very useful property of l-analytic func-

tions, namely
f̂(λI) = f(λ)I (1.3.7)

for all λ ∈ Ω (note that λI ∈ DΩ).

2 Main results

2.1 l-analytic generators and semigroups

Let now D be the open unit ball of a unital J∗-algebra A, and let Ω = ∆
be the open unit disk of the complex plane C. It is clear that the set D∆

defined by (1.3.1) contains D.
So, we can define l-analytic functions on D the producing functions of

which are holomorphic in ∆. In other words, for each f ∈ Hol(∆,C) one can

consider the lifting mapping f 7→ f̂ ∈ Ĥol(D,A) defined by (1.3.2).

We will study the set Ĝ+(D) = G+(D)∩Ĥol(D,A) (respectively, Ĝ±(D) =

G±(D) ∩ Ĥol(D,A)) which consists of all those l-analytic functions on D
the associated vector fields of which are (right) semi-complete (respectively,
complete) (see Section 1.1).
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Theorem 2.1.1 The lifting mapping f 7→ f̂ is a bijective correspondence be-
tween G+(∆) (respectively, G±(∆)) and Ĝ+(D) (respectively, Ĝ±(D)), i.e., an

l-analytic function f̂ ∈ Ĥol(D,A) is a generator of a one-parameter semi-
group (group) Sf̂ of holomorphic mappings acting on D, if and only if its
producing function f ∈ Hol(∆,C) is a generator of a semigroup (group) Sf

acting on ∆.
Moreover, the semigroup (group) Sf̂ consists of the l-analytic functions

produced by the functions of Sf .

Proof. Let f ∈ G+(∆) and let Sf = {v(t, ·)}t≥0 be the semigroup of holo-
morphic self-mappings v(t, ·) of ∆ generated by f . Using (1.3.2), one can
define a family {v̂(t, ·)}t≥0 of l-analytic functions on D, i.e.,

v̂(t, A) =
1

2πi

∫

Γ

v(t, λ)(λI − A)−1dλ, t ≥ 0, A ∈ D. (2.1.1)

It follows from a result of Ky Fan (see [14, Theorem 1, p. 276]) that for
each t ≥ 0, v̂(t, A) ∈ D, i.e., ‖v̂(t, A)‖ < 1.

In addition, the property of the composition operation (1.3.5) implies that
the family {v̂(t, ·)}t≥0 is actually a semigroup. Since the integral in (2.1.1)
is a smooth function of t ≥ 0 (see, for example, [42, Theorem IV.155]), we
have

∂v̂(t, A)

∂t

∣∣∣∣
t=0+

=
1

2πi

∫

Γ

∂v(t, λ)

∂t

∣∣∣∣
t=0+

(λI − A)−1dλ

= − 1

2πi

∫

Γ

f(λ)(λI − A)−1dλ = −f̂(A).
(2.1.2)

Thus f̂ is the generator of the semigroup {v̂(t, ·)}t≥0, i.e., f̂ ∈ Ĝ+(D).

Conversely, let f̂ be an l-analytic function on D such that f̂ generates
a semigroup Sf̂ = {u(t, ·)}t≥0 of holomorphic self-mappings of D. All we
need to show is that for each t ≥ 0 the mapping u(t, ·) is also an l-analytic
function.

To this end, take a continuous linear functional l ∈ A∗ such that ‖l‖ =
l(I) = 1, and consider the family of functions {w(t, ·)}t≥0 defined by

w(t, λ) = l(u(t, λI)). (2.1.3)
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By direct calculations and (1.3.6) we get

∂w(t, λ)

∂t

∣∣∣∣
t=0+

= lim
t→0+

1

t
[w(t, λ)− w(0, λ)]

= l

(
∂u(t, λI)

∂t

∣∣∣∣
t=0+

)
= −l(f̂(λI))

= −l(f(λ)I) = −f(λ),

where f is the producing function of f̂ . Hence it follows by (1.1.17) that the
family

v(t, λ) = lim
n→∞

w[n](
t

n
, λ) (2.1.4)

is the semigroup of holomorphic self-mappings of ∆ generated by f . Here
w[n] denotes the n-th iterate of w.

Now defining v̂(t, ·) by (2.1.1) and using (2.1.2) and (1.3.5), we obtain that
{v̂(t, ·)}t≥0 is also a semigroup generated by f̂ . It follows by the uniqueness
of the solution of the Cauchy problem (1.1.5) that v̂(t, λ) = u(t, λ), i.e.,
Sf̂ = {v̂(t, ·)}t≥0.

We conclude our proof by replacing the semigroups with groups in the
above considerations. 2

Remark. Thus we have proved that f̂ ∈ Ĥol(D,A) is holomorphically ac-

cretive on D (i.e., f̂ generates a one-parameter semigroup {Ŝ(t) : t ≥ 0} ⊂
Hol(D,D)) if and only if its producing function f is holomorphically accretive
on ∆, i.e.,

lim
s→1−

inf
λ∈∂∆

Re(f(sλ)λ̄) ≥ 0

(see Definition 1.1.5).

It follows that Ĝ+(D) is a closed real subcone of G+(D).

Now we turn to the notion of holomorphic vector fields (see Section 1.1).

Since each l-analytic function ĝ ∈ Ĥol(D, A) holomorphically maps D
into A, it defines the holomorphic vector field

Tĝ = ĝ(x)
∂

∂x
(2.1.5)

on Hol(D,A).
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Theorem 2.1.1 asserts that the vector field (2.1.5) is a semi-complete
(complete) vector field if and only if so is the vector field

Tg = g(λ)
∂

∂λ
(2.1.6)

defined on Hol(∆,C) by the producing function g ∈ Hol(∆,C) of ĝ.
We are interested in a representation of the holomorphic vector field

(2.1.5) restricted to the subspace Ĥol(D,A) of Hol(D,A).

Corollary 2.1.2 Let ĝ be an l-analytic function on A and let Tĝ be defined
by (2.1.5). Then

(i) Ĥol(D,A) is an invariant subspace of Hol(D,A) for the operator Tĝ.

(ii) The restriction Tĝ

∣∣∣dHol(D, A)
of Tĝ to Ĥol(D,A) is a commutative oper-

ation of multiplication:
(
Tĝf̂

)
(A) = f̂ ′(A)ĝ(A) = ĝ(A)f̂ ′(A) (2.1.7)

for each f̂ ∈ Ĥol(D,A) and A ∈ D.

(iii) The following formula of representation holds:

(
Tĝf̂

)
(A) = T̂gf(A) =

1

2πi

∫

Γ

f ′(λ)g(λ)(λI − A)−1dλ, (2.1.8)

where A ∈ A, f̂ ∈ Ĥol(D, A), and f ∈ Hol(∆,C) is the producing function
of f̂ .

Proof. Obviously (iii) implies (i), because (as we have mentioned) the Riesz–
Dunford integral acts from A into itself and defines an l-analytic function on
D.

Also (ii) implies (iii) because of (1.3.4). So, we need to prove formula
(2.1.7). Indeed, by definition (see 1.1.3),

(
Tĝf̂

)
(A) = lim

t→0+

1

t

[
f̂(A + tĝ(A))− f̂(A)

]

= lim
t→0+

1

t


 1

2πi

∫

Γ

f(λ)
[
(λI − (A + tĝ(A)))−1 − (λI − A)−1

]
dλ


 ,
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where Γ ⊂ ∆ is a suitable contour such that the interior domain of Γ contains
the spectra of A and A + tĝ(A) for small enough t.

Since A and ĝ(A) commute (as l-analytic functions of the same element),
using the identity

(λI − (A + tĝ(A)))−1 − (λI − A)−1

= t (λI − (A + tĝ(A)))−1 · ĝ(A) · (λI − A)−1

and letting t tend to zero, we get

(
Tĝf̂

)
(A) = ĝ(A) ·


 1

2πi

∫

Γ

f(λ)(λI − A)−2dλ


 = ĝ(A)f̂ ′(A).

This concludes the proof. 2

Corollary 2.1.3 If the holomorphic vector field Tĝ (2.1.5) is semi-complete

(complete), then its restriction to Ĥol(D, A) is the generator of a semigroup

(group) L of linear operators on Ĥol(D,A) defined by

(
L(t)f̂

)
(A) = f̂(v̂(t, A)) = ̂f(v(t, ·))(A),

where f is the producing function of an element f̂ ∈ Ĥol(D, A) and {v(t, ·)}t≥0

is the semigroup (group) generated by g, where g is the producing function of
ĝ.

In addition, the function F (t, f̂) = L(t)f̂ : R+ × Ĥol(D, A) 7→ Ĥol(D,A)

(respectively, R × Ĥol(D,A) 7→ Ĥol(D,A)) is the solution of the Cauchy
problem 




∂F (t, f̂)

∂t
+ f̂ ′(F (t, f))ĝ(F (t, f)) = 0

F (0, f̂) = f̂ ∈ Ĥol(D,A).

(2.1.9)

Now we will characterize the set Ĝ+(D), the set of all l-analytic generators
on D, the open unit ball of the unital J∗-algebra A. To do this, we will first
establish some sufficient conditions for a holomorphic mapping on D to be
holomorphically dissipative (respectively, accretive) on D.
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Theorem 2.1.4 Let D be the open unit ball of A and let h : D 7→ A be a
holomorphic function with a continuous extension to D. Then the numerical
range V (h) is contained in the closed convex hull of the set

S(h) =
{

(A∗h(A)x, x) : ‖A‖ = 1, ‖x‖ = 1, A ∈ L(H), x ∈ H
}

.

Corollary 2.1.5 If sup Re S(h) ≤ 0, then h is dissipative.

In the proof of Theorem 2.1.4 we are going to use the following two
lemmas.

Lemma 2.1.6 Let S and T be subsets of the complex plane satisfying

sup Re λS ≤ sup Re λT

for all λ ∈ C. Then S is contained in the closed convex hull of T .

Lemma 2.1.7 Let A ∈ L(H) with ‖A‖ = 1 and let φ ∈ L(H)∗ with ‖φ‖ =
φ(A) = 1. Given W ∈ L(H), there exist unit vectors x, y ∈ H such that
Re φ(W ) ≤ Re(Wx, y) + ε and |1− (Ax, y)| < ε.

Lemma 2.1.6 is a consequence of the Hahn–Banach separation theorem
for the case of the complex plane (where all complex linear functionals are
multiplication by a scalar λ). Lemma 2.1.7 is a consequence of [26, Lemma 1].

Proof of Theorem 2.1.4. Let A ∈ A with ‖A‖ = 1. Suppose φ ∈ L(H)∗

with ‖φ‖ = φ(A) = 1. Applying Lemma 2.1.7 with W = λh(A) and λ ∈ C
we have that for each ε > 0 there exist unit vectors x, y ∈ H such that

Re
{

λφ(h(A))
}
≤ Re

{
λ(h(A)x, y)

}
+ ε

and
|1− (Ax, y)| < ε.

It follows that Re[1− (Ax, y)] < ε, so

‖y − Ax‖2 = ‖y‖2 − 2 Re(Ax, y) + ‖Ax‖2

≤ 1− 2 Re(Ax, y) + 1 ≤ 2ε.
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Hence,

Re {λφ(h(A))} ≤ Re {λ(h(A)x,Ax)}+ Re {λ(h(A)x, y − Ax)}+ ε

≤ Re {λ(A∗h(A)x, x)}+ |λ| · ‖h(A)‖
√

2ε + ε.

Since ε > 0 was arbitrary, it follows that Re{λφ(h(A))} ≤ Re{λS(h)}.
Thus the theorem follows from Lemma 2.1.6. 2

Theorem 2.1.8 Let p : D 7→ A be a holomorphic mapping on D such that

Re p(A) ≥ 0 (2.1.10)

for each A ∈ D. Then for a given B ∈ A, the mapping h : D 7→ A, defined
by the formula

h(A) = p(A)A + B − AB∗A, (2.1.11)

is holomorphically accretive. In other words, h ∈ G+(D) induces a semi-

complete vector field Th = h
∂

∂A
on Hol(D,A).

Proof. Note that it follows by Theorem 2.1.4 and Lemma 2.1.9 below that
the mapping h1(·), defined by the first term h1(A) = p(A)A in the represen-
tation of h, is a holomorphically accretive mapping on D, i.e., h1 ∈ G+(D),
while the second term h2(A) = B−AB∗A induces a complete vector field on
every J∗-algebra, i.e., h2 ∈ G±(D) = G+(D) ∩ G−(D) (see Section 1). Since
G+(D) is a real cone, the result follows. 2

In fact, we will show below that for the class of l-analytic functions on D
the converse assertion also holds, that is, each element of Ĝ+(D) admits the
representation (2.1.11) with (2.1.10). Then we will establish some necessary
and sufficient conditions for the global solvability of the Cauchy problem
(2.1.9). To this end, we need some simple auxiliary assertions.

As above, for B ∈ L(H) we write B ≥ 0 to denote that B is positive and
B > 0 to denote that B is positive and invertible.

Lemma 2.1.9 If B ≥ 0 for some B ∈ L(H), then A∗BA ≥ 0 for all A ∈
L(H); if B > 0, then A∗BA > 0 for all those A ∈ L(H) which are invertible.

Proof. By Definition 1.2.2 there is C ∈ L(H) with B = C2 and C∗ = C.
Hence, A∗BA = A∗C∗CA = (CA)∗CA ≥ 0. The proof for B > 0 is analogous
since in that case C is invertible. 2
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Lemma 2.1.10 Let A and B be elements of a J∗-algebra A ⊂ L(H). Then
C = B −AB∗A is also an element of A and Re(A∗C) = Re[A∗B(I −A∗A)].

Proof. The first assertion follows immediately from (1.2.5). The second
assertion is the result of the following direct calculations:

Re(A∗C) = Re(A∗B)− Re(A∗AB∗A) = Re(A∗B)− Re[(A∗AB∗A)∗]

= Re(A∗B)− Re(A∗BA∗A) = Re[A∗B(I − A∗A)]. 2

Lemma 2.1.11 Let D be the open unit ball of a unital J∗-algebra A and
let p̂ ∈ Ĥol(D,A) be an l-analytic function with the producing function p ∈
Hol(∆,C). Then the following assertions are equivalent:

(a) Re p(λ) ≥ 0 (respectively, Re p(λ) > 0) for all λ ∈ ∆;
(b) Re p̂(A) ≥ 0 (respectively, Re p̂(A) > 0) for all A ∈ D;
(c) Re[A∗p̂(A)A] ≥ 0 (respectively, Re[A∗p̂(A)A] > 0) for all invertible

A ∈ D.

Proof. The implication (a)⇒(b) follows from [14, Theorem 1, p. 275]. The
implication (b)⇒(c) is a consequence of Lemma 2.1.9 applied to the operator
B = Re p̂(A).

To show that (c) implies (a), set A = λI. Then A∗ = λ̄I and A∗p̂(A)A =
|λ|2p(λ)I.

Now the spectrum of the element Re[A∗p̂(A)A] contains exactly one point,
namely |λ|2 Re p(λ), which must lie on the half-axis [0,∞) (respectively,
(0,∞)). This implies that Re p(λ) ≥ 0 (respectively, Re p(λ) > 0) for all
λ ∈ ∆. We are done. 2

Now we formulate the main result of this subsection.

Theorem 2.1.12 Let A be a unital J∗-algebra and let ĝ ∈ Ĥol(D,A). The
following assertions are equivalent:

(i) ĝ ∈ Ĝ+(D) (the set of holomorphically accretive l-analytic functions),
i.e., the vector field

Tĝ = ĝ(A)
∂

∂A
(2.1.12)

is semi-complete;

25



(ii) ĝ(A) = Ap̂(A) + ĝ(0)− [ĝ(0)]∗A2 for some p̂ ∈ Ĥol(D,A) with

Re p̂(A) ≥ 0, A ∈ D; (2.1.13)

(iii)

Re[A∗ĝ(A)] ≥ Re
[
A∗ĝ(0)(I − AA∗)

]
, A ∈ D. (2.1.14)

Furthermore, if the inequality in either (2.1.13) or (2.1.14) is not strict
for some A ∈ D, then the vector field (2.1.12) is complete, and consequently
we have equalities in both (2.1.13) and (2.1.14) for all A ∈ D.

Proof. We first show that (i)⇒(ii). If ĝ ∈ Ĝ+(D) and g is the producing
function of ĝ, then it is easy to check (see the Remark after Theorem 2.1.1)
that the vector field [

−g(0) + g(0)λ2
] ∂

∂λ
(2.1.15)

is complete on ∆ (see also [50]).

Since ĝ(0) =
1

2πi

∫

Γ

g(λ)dλ

λ
I = g(0)I, the l-analytic function

[−ĝ(0) + [ĝ(0)]∗A2
]

produced by the function in the square brackets in (2.1.15) is a generator of
a one-parameter group of l-analytic functions on D. Note also that the set
Ĝ+(D) is a real cone, hence the l-analytic function ĥ ∈ Ĥol(D,A) defined by

ĥ(A) = ĝ(A) +
[−ĝ(0) + [ĝ(0)]∗A2

]
(2.1.16)

belongs to Ĝ+(D), and
ĥ(0) = h(0)I = 0. (2.1.17)

Hence
h(0) = 0, (2.1.18)

where h is the producing function of ĥ. Since h is holomorphically accretive,
this implies that

Re λ̄h(λ) ≥ 0, λ ∈ ∆,

or
h(λ) = λp(λ)
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with Re p(λ) ≥ 0.
Applying (1.3.4) and Lemma 2.1.11, we get that ĥ has the form

ĥ(A) = Ap̂(A) (2.1.19)

with Re p̂(A) ≥ 0, A ∈ D.
Now we obtain (ii) from (2.1.16) and (2.1.19). The reverse implication

(ii)⇒(i) is a consequence of Theorem 2.1.8.
Now if we rewrite (ii) in the form

ĝ(A) = p̂(A)A + ĝ(0)− A[ĝ(0)]∗A

with Re p̂(A) ≥ 0, then we get

Re[A∗ĝ(A)] = Re[A∗p̂(A)A] + Re{A∗ [ĝ(0)− A[ĝ(0)]∗A]}.
By Lemma 2.1.9 we have that the first term of this equality is positive,

while by Lemma 2.1.10 the second term is equal to the expression

Re {A∗ĝ(0) (I − A∗A)} .

This proves the implication (ii)⇒(iii).
Finally, if (iii) holds, then setting A = λI we obtain

Re[λ̄ĝ(λI)] ≥ Re
{
λ̄ĝ(0)(I − |λ|2I)

}

or
Re(λ̄g(λ)) ≥ Re[λ̄g(0)(1− |λ|2)],

where g is the producing function of ĝ. By the Remark after Theorem 2.1.1,

the last inequality implies that the vector field g(λ)
∂

∂λ
is semi-complete on

∆. Thus by Theorem 2.1.1 we have (i).
The above considerations show that if for some A ∈ D, strict inequality

holds in one of the conditions (ii) or (iii), then it also holds in both of them.
If, for example, it does not hold in (2.1.13), then it follows by [14, The-

orem 1], that Re p(λ) = 0 for some λ ∈ ∆. By the maximum principle,
p(λ) = b with Re b = 0. But in this case, g(λ) = λb + g(0) − ¯g(0)λ2 (the
producing function of ĝ) defines a complete vector field, hence so does ĝ. The
theorem is proved. 2
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2.2 Involution operators and Hummel’s multiplication
transformation of semi-complete vector fields

In our previous considerations we represented holomorphically accretive l-
analytic functions on D. However, by using this representation one cannot
recognize the location of null points of such functions (if they do exist). The
only fact we know is that ĝ ∈ G+(D) satisfies the condition

Re[A∗ĝ(A)] ≥ 0

if and only if ĝ(0) = 0.
Indeed, if ĝ(0) = 0, then Re[A∗ĝ(A)] ≥ 0 by Theorem 2.1.12. Conversely,

fix any r ∈ (0, 1) and let Dr be the open ball centered at the origin with
radius r. Then the condition Re[A∗ĝ(A)] ≥ 0 for all A ∈ ∂Dr, the boundary
of Dr, and Corollary 2.1.5 imply that ĝ is holomorphically accretive on Dr.
Now it follows by [28, Theorem 1] that the mapping (I+ĝ)−1 is a well-defined
holomorphic self-mapping of Dr. Since r is arbitrary it follows that the origin
is the unique fixed point of this mapping. Hence ĝ(0) = 0.

It turns out that one can define a transformation on the set G+(D) of
holomorphically accretive l-analytic functions on D which is analogous to the
Möbius transformation on the set Hol(D,D) of self-mappings of D. More
precisely, it is well known that for each J∗-algebra A, given B ∈ D, the open
unit ball of A, one can define the generalized Möbius transformation MB by

MB(A) = (I −BB∗)−
1
2 (B − A)(I −B∗A)−1(I −B∗B)

1
2 ,

which is a fractional-linear automorphism on D taking 0 into B and B into
0 (see, for example, [25]).

Now we recall that for a given h ∈ Hol(D,A), a holomorphic vector field

Th = h
∂

dA
is defined as the linear operator acting on Hol(D, A) by the

formula
(Thf)(A) = Df(A)h(A).

Substituting here MB(A) for A we have

(Thf)(MB(A)) = Df(MB(A))h(MB(A)).

Changing now the point of view and fixing some f ∈ Hol(D,A), one
can consider the latter expression as the linear action Lf on an element
h ∈ Hol(D,A).
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It follows easily from the identity M2
B = I that the operator Γ := LMB

:
Hol(D,A) 7→ Hol(D,A) is an involution operator, i.e., Γ2 = I.

Now we denote by EB the set of h ∈ G+(D) such that h(B) = 0, B ∈ D.

Proposition 2.2.1 The following relations hold: Γ(EB) = E0 and Γ(E0) =
EB.

Proof. Let h ∈ EB. Then B is a stationary point of the semigroup {S(t) :
t ≥ 0} generated by h. Consider the family {F(t)}, t ≥ 0, defined by

F(t) = MB ◦ S(t) ◦MB, t ≥ 0.

It is obvious that this family is also a semigroup of holomorphic self-
mappings of D, and that the origin is its stationary point.

Let f be the generator of this semigroup, i.e.,

f(A) := −∂F(t)(A)

∂t

∣∣∣∣
t=0+

.

By direct calculations we obtain

f(A) = DMB (MB(A)) h (MB(A))

and
f(0) = 0.

Since M−1
B = MB we have also

h(A) = DMB (MB(A)) f (MB(A)) .

This concludes the proof of Proposition 2.2.1. 2

A deficiency of the above considerations is the presence of the Möbius
transformation in the definition of the operator Γ. Thus one cannot extend
this construction to all of G+(D), since this set contains functions with no
null point in D.

Nevertheless, for l-analytic functions on a unital J∗-algebra this can be
done by using a multiplication transformation in the spirit of Hummel.

Let Ω be the subset of all A ∈ D such that 0 /∈ σ(A). Given an operator
B ∈ D, let us define a function ΨB : Ω 7→ A by the formula

ΨB(A) = (A−B)(I − AB∗)A−1.
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For the one-dimensional case this (meromorphic) function was introduced
by J. A. Hummel [32] for the study of star-like functions on the unit disk of
the complex plane.

Now for a given ĝ ∈ Ĝ+(D) such that ĝ(0) = 0 and τ ∈ ∆, define the
transformation Wτ by using the multiplication operation:

(Wτ ĝ)(A) = ΨτI(A)ĝ(A). (2.2.1)

Theorem 2.2.2 The transformation Wτ defined by (2.2.1) takes Ĝ+(D) into

itself. Moreover, for each ĥ ∈ Ĝ+(D) there exists ĝ ∈ Ĝ+(D) with ĝ(0) = 0
and τ ∈ ∆ such that

ĥ = Wτ ĝ. (2.2.2)

Proof. First we note that ĥ can be holomorphically extended to all of D.
Indeed, since ĝ ∈ G+(D) and ĝ(0) = 0 we have that ĝ(A) = Aq̂(A) with
Re q̂(A) ≥ 0. Hence

ĥ(A) = (A− τI)(I − τ̄A)q̂(A), A ∈ D. (2.2.3)

Since Ω is an open subset of D this extension is unique and ĥ ∈ Ĥol(D,A).
Now let h be the producing function of ĥ. By Theorem 2.1.1 it is enough

to show that h ∈ G+(∆).
By (2.2.3) we have that h admits the representation

h(λ) = (λ− τ)(1− τ̄λ)q(λ) (2.2.4)

with Re q(λ) ≥ 0.
Let us write h in the form

h(λ) = a− āλ2 + λp(λ), (2.2.5)

where a = h(0) and p ∈ Hol(∆,C).
By Theorem 2.1 in [2], we have that Re p(λ) ≥ 0 for all λ ∈ ∆. Thus by

Theorem 2.1.12 we have h ∈ G+(∆).
Let now ĥ ∈ G+(D), respectively, h ∈ G+(∆). Assume first that h has a

null point τ inside ∆. Then by Proposition 2.2.1 the function f defined by

f(λ) := M ′
τ (Mτ (λ)) h (Mτ (λ))
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is an element of G+(∆) with f(0) = 0, where Mτ is the Möbius involution
transformation of ∆ defined by

Mτ (λ) =
τ − λ

1− λτ̄

and
h(λ) = M ′

τ (Mτ (λ)) f (Mτ (λ)) .

Since f(0) = 0 we can write f(λ) = λp(λ) with Re p(λ) ≥ 0. Therefore,
by direct calculations we obtain

h(λ) = M ′
τ (Mτ (λ)) ·Mτ (λ)p (Mτ (λ))

=
1

1− |τ |2 (1− λτ̄)(λ− τ)p (Mτ (λ)) .

Setting q(λ) =
1

1− |τ |2 p(Mτ (λ)) and g(λ) = λq(λ), we have g ∈ G+(∆)

and
h(λ) = (1− λτ̄)(λ− τ)λ−1g(λ). (2.2.6)

Since the lifting mapping h 7→ ĥ preserves the multiplication operation,
the last equality when applied to ĥ yields the representation (2.2.3).

Finally, let us suppose that ĥ (respectively, h) has no null point in D
(respectively, ∆). Then it follows by Corollary 1.6 in [37] that there is a
unimodular point τ ∈ ∂∆ such that for each w ∈ ∆, the net {zr(w)} , r ≥ 0,
defined as the solution of the equation

zr(w) + rh(zr(w)) = w (2.2.7)

converges to τ as r →∞.
Fix ε > 0 and consider the mapping hε defined by

hε(λ) = ελ + h(λ).

Since G+(∆) is a real cone we have hε ∈ G+(∆) for each ε > 0.
In addition, the equation hε(λ) = 0 is a particular case of (2.2.7) with

r =
1

ε
and w = 0. Hence, hε has a unique null point τε ∈ ∆ and the net

{τε} converges to τ as ε goes to zero. By the previous case we have that hε

admits the representation

hε(λ) = (1− λτ̄ε)(λ− τε)λ
−1gε(λ),
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where gε ∈ G+(∆) with gε(0) = 0.
It is clear that hε converges to h as ε tends to 0. Hence gε converges to

g ∈ Hol(∆,C) defined by

g(λ) =
λh(λ)

(1− λτ̄)(λ− τ)
.

Since g ∈ G+(∆) and g(0) = 0, this equality implies (2.2.6) (hence
(2.2.2)), and we are done. Theorem 2.2.2 is proved. 2

Now let B, once again, belong to D. Then one can define the transfor-
mation W̃B on the cone G+(D) by

(W̃B ĝ)(A) = Ψ̃B(A)ĝ(A),

where

Ψ̃B(A) =
1

1− ‖B‖2
(A−B)(I − AB∗)A−1.

Calculations show that when B = τI the function Ψ̃B : D 7→ A has the
following property:

Ψ̃B(A)Ψ̃B (MB(A)) = I.

Using this fact and Theorem 2.2.2, we obtain the following assertion.

Corollary 2.2.3 Each element ĥ ∈ Ĝ+(D) which does not vanish identically
has at most one null point in D. Moreover, if B ∈ D is a null point of ĥ,
then there is a complex number τ ∈ ∆ such that B = τI and

ĥ = W̃τI ĝ =
1

1− |τ |2 Wτ ĝ,

where ĝ ∈ Ĝ+(D) with ĝ(0) = 0, and

ĝ(A) = Ψ̃τI (MτI(A)) ĥ(A).

Proof. By Theorem 2.2.2 there is τ ∈ ∆ such that (2.2.3) holds. If τ ∈ ∆,
then the second factor (I− τ̄A) in (2.2.3) is invertible. A priori two cases are
possible: (a) the third factor q̂(A) is also invertible and we have ĥ(A) = 0 if
and only if A = τI; (b) if there is A ∈ D such that q̂(A) is not invertible,
then Re q(λ) = 0, λ ∈ ∆, by Lemma 2.1.11. So, q(λ) = a ∈ C with Re a = 0
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and q̂(A) = aI. Since a 6= 0 (otherwise ĝ ≡ 0), q̂(A) turns out to be invertible
after all, a contradiction.

Let now τ ∈ ∂∆, the boundary of ∆. Then for λ ∈ ∆,

h(λ)I = ĥ(λI) = (λI − τI)(I − τ̄λI)q̂(λI) = (λ− τ)(1− τ̄λ)q(λ)I,

τ ∈ ∂∆, Re q(λ) ≥ 0.

It is easy to see that this implies that h ∈ Hol(∆,C) has no null point
in ∆. On the other hand, if ĥ(A) were not invertible for some A ∈ D, then
the spectral mapping theorem (see, for example, [41]) would imply that h(λ)
vanishes for some λ ∈ σ(A) ⊂ ∆. Thus ĥ(A) is invertible for all A ∈ D, and
a fortiori, does not vanish. 2

Remark 1. Actually, the above assertions extend the one-dimensional para-
metric representation of holomorphically accretive mappings due to E. Berk-
son and H. Porta [5].

Namely, one can say that ĝ ∈ Ĝ+(D) if and only if there exist τ ∈ ∆ and

q̂ ∈ Ĥol(D,A) with
Re q̂(A) ≥ 0, A ∈ D, (2.2.8)

such that ĝ admits the representation

ĝ(A) = (A− τI)(I − τ̄A)q̂(A). (2.2.9)

Remark 2. In general, the lifting mapping f 7→ f̂ does not preserve the
uniqueness property of null points of f . Take, for example, f(λ) = λ2 which
has a unique null point in ∆, while f̂(A) = A2 has infinitely many null points
in D. However, the above assertions show that this property is preserved for
the restriction

h ∈ G+(∆) 7→ ĥ ∈ Ĝ+(D).

2.3 Stationary points and the asymptotic behavior of
one-parameter semigroups of l-analytic functions

As above, let D be the open unit ball in a unital J∗-algebra A and let a
family {S(t)}, t ∈ R+ (t ∈ R), be a one-parameter continuous semigroup
(group) mapping D into itself.
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Recall that a point a ∈ D is said to be a stationary point of {S(t)}, t ∈
R+ (t ∈ R), if it is a common fixed point of all the mappings S(t), t ∈ R+ (t ∈
R), i.e.,

S(t)(a) = a, t ∈ R+ (t ∈ R). (2.3.1)

A stationary point a is called (locally) asymptotically stable if there is a
neighborhood V of a such that S(t)x converges to a for all x ∈ V .

We begin with the classical questions of existence, uniqueness and stabil-
ity of stationary points of a semigroup of l-analytic functions.

Theorem 2.3.1 Let {Ŝ(t) : t ≥ 0} ⊂ Ĥol(D,D) be a strongly continuous
semigroup of l-analytic functions mapping D into itself. Then

(i) Ŝ(t) converges to I as t → 0+, uniformly on each subset strictly inside
D, i.e.,

T - lim
t→0+

Ŝ(t) = I, (2.3.2)

or, which is equivalent, Ŝ(t) is strongly differentiable at t = 0+;

(ii) Ŝ(t) has at most one stationary point in D;

(iii) If {Ŝ(t)}t≥0 has a stationary point A ∈ D, then it is asymptotically

stable if and only if {Ŝ(t)} does not contain an automorphism of D.
Moreover, local stability implies global stability in the sense of strong con-

vergence on all of D.

Proof. Assertion (i) is a direct consequence of a result of Berkson–Porta [5]
and Theorem 2.1.1 (see also Section 1.1).

Now, if ĝ ∈ Ĥol(D,A) is the generator of {Ŝ(t)}, i.e., ĝ = lim
t→0

1

t
(I−Ŝ(t)),

then Ŝ(t)(A) =: u(t, A) is the solution of the Cauchy problem




∂u(t, A)

∂t
+ ĝ(u(t, A)) = 0

u(0, A) = A ∈ D.

(2.3.3)

It follows from the uniqueness of this solution that the stationary points
of Ŝ(t) inside D are exactly the null points of the l-analytic function ĝ. Thus
(ii) is a consequence of Corollary 2.2.3. This Corollary also asserts that if

A ∈ D is a stationary point of {Ŝ(t)}, then it must be τI, where τ is the
null point of the producing function g ∈ G+(∆) of ĝ. Consequently, τ is a
stationary point of the semigroup {S(t) : ∆ 7→ ∆}, t ≥ 0, where S(t) is the
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producing function of Ŝ(t). Thus (iii) follows from the continuous version of
the Denjoy–Wolff theorem (see, for example, [1, 37, 38]) and (1.3.5). 2

When combined with this continuous version, Theorem 2.3.1 can be
rephrased, in terms of generators, as follows.

Corollary 2.3.2 Let {Ŝ(t) : t ≥ 0} be a semigroup of l-analytic functions
and let its generator ĝ admit the representation

lim
t→0+

A− Ŝ(t)(A)

t
= ĝ(A) = (A− τI)(I − τ̄A)q̂(A)

with Re q̂(A) ≥ 0. Then

(i) The semigroup Ŝ(t) has a stationary point A in D if and only if τ ∈ ∆;
(ii) this point A (= τI) is asymptotically stable if and only if Re q̂(A) > 0;

(iii) if τ ∈ ∂∆, the boundary of ∆, then {Ŝ(t) : t ≥ 0} has no stationary

points in D, and for all A ∈ D, the net {Ŝ(t)(A) : t ≥ 0} converges to the
boundary point τI ∈ ∂D, as t tends to infinity.

Remark. It can be shown by using Theorem 6.3 in [36] that the convergence
in (iii) of Theorem 2.3.1 is actually T -convergence. As a matter of fact, this
also follows from Theorem 2.3.3 below.

We will now derive a rate of convergence of the semigroup to its stationary
point. We recall first that the hyperbolic metric ρ on D can be defined as

ρ(A,B) = tanh−1 ‖MB(A)‖,
where

MB(A) = (I −BB∗)−
1
2 (B − A)(I −B∗A)−1(I −B∗B)

1
2

(see, for example, [25]) is the fractional-linear automorphism on D taking 0
into B and B into 0.

Theorem 2.3.3 Let ĝ ∈ Ĝ+(D) have the representation

ĝ(A) = (A− τI)(I − τ̄A)q̂(A)

with τ ∈ ∆ and Re q̂(A) > 0. Suppose that {Ŝ(t) : t ≥ 0} is the semigroup
generated by ĝ. Then for all A ∈ D the following estimate holds:

ρ(Ŝ(t)A, τI) ≤ k(t, A)ρ(A, τI),
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where

k(t, A) = exp

{
t(| τ |2 −1)

1− ‖MτI(A)‖
1 + ‖MτI(A)‖ Re q̂(τI)

}

tends to zero as t tends to ∞.

Proof. Let {Ŝ(t)} be the semigroup generated by ĝ. Consider the family

{Û(t)} defined by

Û(t) = MτI Ŝ(t)MτI , t ≥ 0.

It is easy to see that {Û(t)} is also a semigroup of l-analytic functions
generated by the mapping

ĥ := − dÛ(0+)

dt
= DMτI(MτI) [ĝ(MτI)]

which is l-analytic too. This formula can be rewritten explicitly as follows:

ĥ(A) = (1− |τ |2)q̂ (MτI(A)) A =: q̂1(A)A

with Re q̂1(A) ≥ 0.
Now it follows from Ky Fan’s generalization of Harnack’s inequality (see

[17]) that

Re q̂1(A) ≥ Re q̂1(0)
1− ‖A‖
1 + ‖A‖ = Re q1(0)

1− ‖A‖
1 + ‖A‖I.

Consequently, by Lemma 2.1.9 we obtain

Re A∗ĥ(A) ≥ Re q1(0)
1− ‖A‖
1 + ‖A‖A∗A.

Now, exactly as in the proof of Theorem 2.1.4, it can be shown that this
inequality implies that for each s ∈ (0, 1),

inf Re V
(
ĥs

)
≥ Re q1(0)

1− s

1 + s
s,

where ĥs(A) := ĥ(sA) and V (ĥs) is the (total) numerical range of ĥs (see
Section 1.1).

Next, it is easy to verify that for w ∈ ∆ and t ≥ 0 the equation

z + t [Re q1(0)] z
1− z

1 + z
= w
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has a unique solution z = z(t, w) in ∆. (See [28, Theorem 1] for a more
general situation.) In addition, for each fixed t ≥ 0 this solution depends
holomorphically on w ∈ ∆. Since z(t, 0) = 0, we have by the Schwarz Lemma

|z(t, w)| ≤ |w|.
In particular, if w is a real number in [0, 1), then z(t, w) is real too, and

we get by the monotonicity of the function
1− s

1 + s
on [0, 1) that

z(t, w) ≤ w

1 + t Re q1(0) 1−w
1+w

for all w in [0, 1) and t ≥ 0.
Take now any operator B ∈ D and consider the function fs : D 7→ X

defined by
fs(A) = sA + tĥ(sA)−B, s ∈ [0, 1), t ≥ 0.

Then for 1 > s > z(t, ‖B‖) we obtain

inf Re V (fs) ≥ s + t Re q1(0)
1− s

1 + s
s− ‖B‖ > 0.

Now using Corollary 2 of [28] we get that the equation

A + tĥ(A) = B

has a unique solution W (t, B) = (I + tĥ)−1(B) in the ball Ds centered at the
origin with radius s. Letting s tend to z(t, ‖B‖) we obtain

‖W (t, B)‖ ≤ z(t, ‖B‖) ≤ ‖B‖
1 + t Re q1(0) 1−‖B‖

1+‖B‖
.

Furthermore, using induction we estimate
∥∥∥∥∥
[
W

(
t

n
,B

)][n]
∥∥∥∥∥ ≤

‖B‖(
1 +

t

n
Re q1(0)

1− ‖B‖
1 + ‖B‖

)n .

This inequality and the exponential formula

Û(t)(·) = lim
n→∞

[
W

(
t

n
, ·

)][n]
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imply that

∥∥∥Û(t)(B)
∥∥∥ ≤ exp

{
−t Re q1(0)

1− ‖B‖
1 + ‖B‖

}
‖B‖.

Finally, we conclude our proof by substituting MτI(A) for B and applying
the following properties of the hyperbolic metric:

ρ(0, kA) ≤ kρ(0, A) and ρ(MB(A),MB(C)) = ρ(A,C)

(cf. [19]). 2

2.4 Flow-invariance sets and an infinitesimal version
of the Julia–Wolff–Carathéodory Theorem

In this section we are interested in the following problem: Given an l-analytic

function ĝ on D such that Tĝ = ĝ
∂

∂A
is a semi-complete vector field on D,

find a family {Ωα}α∈A of subsets of D such that

(a) Ωα ⊂ Ωβ when α < β;

(b)
⋃

α∈A
Ωα = D;

(c) Tĝ is a semi-complete vector field on Ωα for each α ∈ A.
In other words, each Ωα is an invariant subset of D for the semigroup

(flow) generated by ĝ.

If ĝ ∈ Ĝ+(D) has a null point at the origin, ĝ(0) = 0, then it follows by the
Schwarz Lemma that each ball Dr = {a ∈ D : ‖A‖ < r} is a flow-invariance

set for the semigroup {Ŝt(A)} generated by ĝ. It is clear that the family
{Dr}, r ∈ (0, 1), satisfies conditions (a)–(c).

If ĝ has another null point A0 ∈ D, A0 6= 0, then one can use the
fractional-linear Möbius transformation

MA0(A) = (I − A0A0
∗)−

1
2 (A0 − A)(I − A0

∗A)−1(I − A0
∗A0)

1
2 (2.4.1)

(see, for example, [25]) to translate A0 into zero and find flow-invariance sets
about the point A0. Thus the sets

Ωr = [MA0 ]
−1 (Dr), r ∈ (0, 1), (2.4.2)
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are flow-invariance subsets of D satisfying (a)–(c). In fact, these sets are
hyperbolic balls (with respect to the hyperbolic metric on D) centered at
A0.

Since in our situation A0 = τI for some τ ∈ ∆, we can write (2.4.1) in
the form

MτI(A) = (τI − A)(I − τ̄A)−1 (2.4.3)

and get the following assertion.

Theorem 2.4.1 Let ĝ ∈ Ĝ+(D) have a null point A0 = τI ∈ D for some
τ ∈ ∆. Then the sets

Ωr =
{
A ∈ D :

∥∥(τI − A)(I − τ̄A)−1
∥∥ < r

} ⊂ D, r ∈ (0, 1), (2.4.4)

satisfy conditions (a)–(c).

The situation becomes more complicated if ĝ ∈ Ĝ+(D) has no null point in
D, i.e., if the complex number τ in the representation (2.2.9) is unimodular.

In this case we already know that the semigroup {Ŝ(t)} converges strongly
to the point τI.

A question which arises at this juncture is: What is the rate of conver-
gence of the semigroup {Ŝ(t)}? To answer this question we will establish
an infinitesimal version of the Julia–Wolff–Carathéodory (JWC) Theorem in
terms of generators. Moreover, since each mapping of the form I −F , where
F is an l-analytic function on D, is a generator, this version will include some
standard formulations of the JWC Theorem.

We define the subset Γ of D by

Γ :=
{

E ∈ ∂D : E∗E = I
}

.

In the finite-dimensional case, Γ is precisely the Bergman–Shilov boundary
of D (see [25, Corollary 9]). We also set

Γ+ :=
{

E ∈ Γ : there exists a ∈ C such that aE > 0
}

.

Proposition 2.4.2 Let g ∈ Hol(D,A) admit the representation

g(A) = (A− τI)q(A)(I − τ̄A) (2.4.5)
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with some τ ∈ ∆ and q ∈ Hol(D,A) such that

Re q ≥ 0 (2.4.6)

everywhere.
Suppose that for some element E ∈ Γ,

lim
r→1−

1

r − 1
E∗g(rE) = B, (2.4.7)

where
Re B > 0. (2.4.8)

Then τ ∈ ∂∆.

Proof. If τ ∈ ∆, then C = (I − τ̄E)∗ is invertible, and by (2.4.5), (2.4.7)
and (2.4.8) we have

Re B = Re

{
lim

r→1−

1

r − 1
E∗(rE − τI)q(rE)(I − τ̄ rE)

}

= Re

{
lim

r→1−

1

r − 1
(rI − τE∗)q(rE)(I − τ̄ rE)

}

= Re

{
(I − τ̄E)∗[ lim

r→1−

1

r − 1
q(rE)](I − τ̄E)

}
> 0. (2.4.9)

At the same time, we get by (2.4.6) and Lemma 2.1.9,

Re[(Cq(rE)C∗)] =
1

2

(
Cq(rE)C∗ + C(q(rE))∗C∗

)

= C(Re q(rE))C∗ ≥ 0.

Since r < 1, this contradicts (2.4.9). Thus τ must lie on the boundary of
∆. 2

Theorem 2.4.3 Let ĝ ∈ Ĝ+(D). Then ĝ has no null point in D if and only
if there is a point E in the subset Γ+ of ∂D such that the limit

lim
r→1−

1

r − 1
E∗ĝ(rE) = B (2.4.10)

exists with
Re B ≥ 0. (2.4.11)
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Proof. Sufficiency. We suppose first that (2.4.11) holds with

Re B > 0.

If we assume that ĝ has a null point A0 ∈ D, then ĝ admits the represen-
tation (2.2.9)

ĝ(A) = (A− τI)(I − τ̄A)q̂(A)

with some τ ∈ ∆ and q̂ ∈ Ĥol(D, A) such that Re q̂(A) ≥ 0, and thus A0 = τI
(see Corollary 2.2.3).

Note that q̂(A) and (I − τ̄A) commute as two l-analytic functions evalu-
ated at the same element. Thus Proposition 2.4.2 shows that τ ∈ ∂∆. The
contradiction we have reached shows that ĝ cannot have a null point in D.

In the general case, when Re B ≥ 0, we consider the holomorphic mapping
gε : D 7→ A defined by

ĝε(A) = ĝ(A) + ε(aA2 − āI),

where a ∈ C satisfies the condition aE > 0.
Observe that for each ε ≥ 0, the l-analytic function ĝε is anti-dissipative

on D, i.e., ĝε ∈ Ĝ+(D). Indeed, it is well known that the vector field induced
by AX∗A − X is complete on Hol(D, A) for each X ∈ A, whenever A is a
J∗-algebra. Since G+(D) is a real cone the result follows.

In addition,

Re

(
lim

r→1−

1

r − 1
E∗ĝε(rE)

)
=

= Re

(
lim

r→1−

1

r − 1
E∗ĝ(rE)

)
+ ε Re lim

r→1−

1

r − 1
[E∗(ar2E2 − āI)] =

= Re B + 2εaE > 0.

Thus it follows by the previous case that ĝε (hence its producing function
gε) has no null point in D (in ∆). On the other hand, gε converges to g on
∆ when ε → 0, where g is the producing function of ĝ. Since by Rouché’s
Theorem g cannot have a null point in ∆, ĝ has no null point in D and we
are done.

Necessity. Suppose now that ĝ has no null point in D. Then we already
know that ĝ has the representation

ĝ(A) = (A− τI)q̂(A)(I − τ̄A) (2.4.12)
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for some unimodular τ ∈ ∂∆ and q̂ ∈ Ĥol(D, A) such that

Re q̂(A) ≥ 0.

Setting τ = 1 without loss of generality, we can rewrite (2.4.12) as

ĝ(A) = −q̂(A)(I − A)2

or
g(λ) = −q(λ)(1− λ)2,

where g(λ) and q(λ) are the producing functions of ĝ(A) and q̂(A), respec-
tively.

First we want to show that g(r) tends to zero when r tends to 1. To this
end, we will prove somewhat more. Namely, that

g(λ)

λ− 1
= (1− λ)q(λ)

converges to a real number when λ approaches 1 nontangentially:

λ ∈ Λ(1, α) =
{

λ ∈ ∆ : |λ− 1| < α(1− |λ|)
}

, α > 1.

Indeed, since Re q ≥ 0 everywhere, we have by the Riesz–Herglotz formula

g(λ)

λ− 1
=

∫

∂∆

(1− λ)
1 + λζ̄

1− λζ̄
dµ(ζ) + i(1− λ)b,

where µ(ζ) is a positive measure on ∂∆ and b is a real number.
Since for λ ∈ Λ(1, α),

∣∣∣∣(1− λ)
1 + λζ̄

1− λζ̄

∣∣∣∣ ≤ 2α,

we have by Lebesgue’s Dominated Convergence Theorem (see, for example,
[42]) that

lim
λ→1, λ∈Λ

g(λ)

λ− 1
= 2µ(1) =: β ≥ 0.

Since ĝ(rI) = g(r)I, we finish the proof by setting E = I and B = βI. 2

Remark. In fact we have proved the following assertion:
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A mapping ĝ ∈ Ĝ+(D) has no null point in D if and only if there is a
point τ ∈ ∂∆ such that for E = τI the limit (2.4.10) exists with B = βI,
where β is a real non-negative number.

Now we are able to give a quantitative description of the behavior of
one-parameter semigroups with no stationary point.

For operators A and B in D such that A∗A < B∗B we define the “dis-
tance” operator

Φ(A,B) := (B − A)(B∗B − A∗A)−1(B∗ − A∗).

Theorem 2.4.4 Let {Ŝ(t) : t ≥ 0} be a one-parameter continuous semi-
group of l-analytic proper contractions of D with no stationary point in D.
Then there is a unimodular point τ ∈ ∂∆ and a positive number γ such that

Φ(Ŝ(t)A, τI) ≤ exp(−γt)Φ(A, τI) (2.4.13)

and ∥∥∥Φ(Ŝ(t)A, τI)
∥∥∥ ≤ exp(−γt) ‖Φ(A, τI)‖ (2.4.14)

for each A ∈ D and t ≥ 0.
Moreover, the maximal γ for which (2.4.13) (or (2.4.14)) holds is the

number

β = − lim
r→1−

∂2u(t, λ)

∂t∂λ

∣∣∣∣
t=0+, λ=rτ

, (2.4.15)

where u(t, λ) := S(t)(λ) is the producing function of Ŝ(t).

Remark. By Lemma 3 in [15], condition (2.4.14) is equivalent to the follow-
ing one: ∥∥∥∥Ŝ(t)A− τ

1 + exp(−tγ)k
I

∥∥∥∥ ≤
k

k + exp(tγ)
(2.4.16)

for each k > 0, whenever

∥∥∥∥A− τ

1 + k
I

∥∥∥∥ ≤
k

1 + k
. (2.4.17)

Thus the sets defined by (2.4.17) are Ŝ(t)-invariant.
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Proof. If {Ŝ(t)} has no stationary point in D, then the producing semigroup
{S(t)} has no stationary point in ∆, and its generator

g = −dS(t)

dt

∣∣∣∣
t=0+

has the form
g(λ) = (λ− τ)(1− τ̄λ)q(λ)

for some τ ∈ ∂∆ and q ∈ Hol(∆,C) with Re q ≥ 0 everywhere. In what
follows we assume without loss of generality that τ = 1. By the proof of
Theorem 2.4.3, the limit

lim
λ→1, λ∈Λ

g(λ)

λ− 1
=: β (2.4.18)

exists, where λ approaches τ nontangentially and β is a nonnegative real
number.

In addition, it follows by Lindelöf’s theorem (see, for example, [11, p. 6]
or [35, p. 79]) that

β = lim
λ→1

g′(λ) (2.4.19)

where λ approaches 1 nontangentially. So, the limit in (2.4.15) exists and it
is a real nonnegative number. We want to show that this implies (2.4.13) and
(2.4.14) with γ = β. Consider now the resolvent Js : ∆ 7→ ∆ of g defined
by the equation

Js(λ) + sg(Js(λ)) = λ, λ ∈ ∆, (2.4.20)

(see, for example, [37]).
Since g has no null point in ∆, for each s > 0 the mapping Js has no

fixed point in ∆. Moreover, it was shown in [37] that for all s, the resolvent
Js has the same sink point, say w ∈ ∂∆, i.e.,

|w − Js(λ)|2
1− |Js(λ)|2 ≤ |w − λ|2

1− |λ|2 =: φw(λ) (2.4.21)

and
Js(λ) → w (2.4.22)

as s →∞.
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On the other hand, fixing s > 0 and applying to Js the Julia–Carathéodory
and Wolff Theorems (see, for example, [44, pp. 57 and 81]) we get that for
each s > 0 there exists the nontangential limit

lim
λ→w

(Js)
′(λ) = lim

λ→w

w − Js(λ)

w − λ
= αs. (2.4.23)

Moreover,

1 ≥ αs = lim inf
λ→w

1− |Js(λ)|
1− |λ| > 0 (2.4.24)

as λ tends to w unrestrictedly.
Now observe that it follows by (2.4.21) and (2.4.22) that the two sequences

λn = Jn(0) and λn,s = Js(λn) (here s > 0 is fixed) converge nontangentially
to w as n →∞.

Hence we have by (2.4.20) and (2.4.23),

lim
λn,s→w

g(λn,s)

λn,s − w
=

1− αs

sαs

≥ 0. (2.4.25)

Setting ψ(s) := φw(Js(λ)), we see by (2.4.21) that

ψ(s) ≤ ψ(0) for all s ≥ 0.

Therefore ψ′(0) ≤ 0. A computation shows that this is equivalent to the
inequality

Re
g(λ)

(λ− w)(1− λw̄)
≥ 0.

In other words,
g(λ) = (λ− w)(1− λw̄) p(λ),

where p : ∆ 7→ C with Re p(λ) ≥ 0 for all λ ∈ ∆. By the uniqueness of the
Berkson–Porta representation [5, 2] (see also [45]), it now follows that w = 1.

Thus (2.4.18) and (2.4.25) imply that

αs =
1

1 + βs
. (2.4.26)

If now Ĵs : D 7→ D is the l-analytic function on D induced by Js, s > 0,
then we have by the Ando–Fan extension of the Pick–Julia Theorem [3,
Theorem 2 and Corollary, p. 31], (2.4.23) and (2.4.26),

Φ(Ĵs(A), I) ≤ 1

1 + sβ
Φ(A, I), (2.4.27)
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while by [15, Lemma 3] we get also

‖Φ(Ĵs(A), I)‖ ≤ 1

1 + sβ
‖Φ(A, I)‖, (2.4.28)

where Φ is defined just before Theorem 2.4.4.
Finally, note that equation (2.4.20) implies that

lim
s→0+

1

s
(λ− Js(λ)) = g(λ).

Hence

lim
s→0+

1

s
(A− Ĵs(A)) = ĝ(A).

Therefore it follows by the product formula (see, for example, [37]) that
for each t ≥ 0,

lim
n→∞

[Ĵt/n][n](A) = Ŝ(t)A.

This equality, (2.4.27) and (2.4.28) immediately imply (2.4.13) and (2.4.14)

with γ = β, since lim
n→∞

(1 +
t

n
β)−n = exp(−tβ).

To prove the second part of our theorem, we note that (2.4.13) (as well
as (2.4.14)) implies that

φ1(S(t)(λ)) ≤ exp(−tγ)φ1(λ), (2.4.29)

where φ1 is defined in (2.4.21) with w = 1, when we set in these inequalities
A = λI.

Since both sides of (2.4.29) are equal at t = 0+, differentiating them at
t = 0+ and setting λ = r in (2.4.18), we obtain γ ≤ β. The proof is complete.
2

3 Univalent star-like functions

3.1 General dynamic approach to star-like mappings
in Banach spaces

Let M be a subset of a complex Banach space X.
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Definition 3.1.1 A subset M of X is said to be star-shaped if for each
w ∈ M and t ≥ 0, the point e−tw also belongs to M .

Definition 3.1.2 If D is a domain in X, then a biholomorphic mapping
f ∈ Hol(D, X) is said to be a star-like mapping on D if its image Ω = f(D)
is a star-shaped set.

In addition, if 0 ∈ Ω we will say that f is star-like with respect to an
interior point; if 0 ∈ ∂Ω, the boundary of Ω, then we will say that f is
star-like with respect to a boundary point.

The following result was announced in [12].

Theorem 3.1.1 Let D be a domain in a complex Banach space X and let
g ∈ G+(D), that is, g is a holomorphic mapping on D such that the vector
field

Tg = g
∂

∂x
: Hol(D, X) 7→ Hol(D, X) (3.1.1)

is semi-complete. Then for each element f of Ker(I − Tg) ⊂ Hol(D, X), the
set f(D) is a star-shaped set.

Proof. Since Tg is semi-complete, it follows that it is the generator of a
linear semigroup {L(t)} of composition operators defined on D, i.e.,

L(t)f = exp [−tTg]f = f(S(t)), t ≥ 0, (3.1.2)

where {S(t) : t ≥ 0} is the semigroup of holomorphic self-mappings of D
generated by g.

Thus, if f ∈ Ker(I − Tg) we get by the exponential formula (1.1.15) and
(3.1.2),

f(S(t)) =
∞∑

k=0

(−1)ktk

k!
· Ikf = e−tf, (3.1.3)

so, for each x ∈ D, the point e−tf(x) belongs to f(D), as required by Defi-
nition 3.1.1. 2

If f ∈ Hol(D, X) is biholomorphic on D, then the converse assertion is
also true.

Theorem 3.1.2 Let f be a biholomorphic mapping on a domain D in X
such that f(D) is star-shaped. Then there is a semi-complete holomorphic
vector field Tg such that f ∈ Ker(I − Tg).
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Proof. Since f is biholomorphic, we may define S(t) = f−1(e−tf) so that
{S(t) : t ≥ 0} is a semigroup of holomorphic self-mappings on D. In addi-
tion,

dS(t)x

dt

∣∣∣
t=0+

= −[Df−1](f(x))f(x) = −[Df(x)]−1(f(x))f(x) =: −g(x).

(3.1.4)
Thus for this g the vector field Tg is semi-complete, and it follows by the

right equality in (3.1.4) that
Tgf = f, (3.1.5)

i.e., f ∈ Ker(I − Tg). 2

Corollary 3.1.3 A biholomorphic mapping f on a domain D ⊂ X is star-
like if and only if it satisfies the differential equation

f(x) = Df(x)g(x), (3.1.6)

where g is the generator of a one-parameter semigroup of holomorphic self-
mappings of D.

Proof. Equation (3.1.6) is another form of the equation (3.1.5). 2

Corollary 3.1.4 Let {S(t) : t ≥ 0} be a one-parameter T -continuous semi-
group of holomorphic self-mappings of a domain D. If for some F ∈ Hol(D, X)
the strong limit

f = lim
t→∞

etF (S(t)) (3.1.7)

exists, then f(D) is a star-shaped set.

Proof. Since {S(t)} is T -continuous, it is differentiable with respect to

t ∈ [0,∞) [39]. Hence the vector field Tg = g
∂

∂x
is semi-complete for

g = − dS(t)

dt

∣∣∣∣
t=0+

. Define the linear semigroup B(t) = etL(t) on Hol(D, X),

where L(t) is the semigroup of composition operators generated by Tg.
Then (3.1.7) can be rewritten as

f = lim
t→∞

B(t)F. (3.1.8)
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It follows by the semigroup property that f is a stationary point of the
semigroup {B(t)}, i.e.,

f = B(t)f, t ≥ 0. (3.1.9)

This equality can be written as

f = etf(S(t)) (3.1.10)

or
e−tf = f(S(t)), (3.1.11)

and we are done. 2

Remark. It can be shown (see, for example, [13]) that if g ∈ G+(D) is
bounded and satisfies the conditions

g(a) = 0, a ∈ D, (3.1.12)

and
Dg(a) = IX , (3.1.13)

then for F defined by F (x) = x − a, the limit f in (3.1.7) exists, and by
(3.1.11), f(D) is a star-shaped domain (with respect to 0 = f(a)). In other
words, under conditions (3.1.12) and (3.1.13), the equation

f(x) = Df(x)g(x)

can be solved, and for each x ∈ D,

f(x) = lim
t→∞

et (S(t)(x)− a) , (3.1.14)

where {S(t) : t ≥ 0} is the semigroup generated by g.

3.2 Star-like l-analytic functions on J∗-algebras

Let X = A be a unital J∗-algebra and let D be the open unit ball in A. The
following assertion is a direct consequence of Theorems 2.1.8 and 3.1.1.
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Theorem 3.2.1 Let f be a holomorphic mapping on D which satisfies the
following condition:

f(A) =
[
Df(A)

](
p(A)A + B − AB∗A

)

for some B ∈ A and p ∈ Hol(D,A) with Re p(A) ≥ 0. Then f(D) is a
star-shaped set.

For l-analytic star-like functions the converse assertion is also true.

Theorem 3.2.2 Let A be a unital J∗-algebra, let f̂ be a univalent l-analytic
function on D, the open unit ball of A, and let f ∈ Hol(∆,C) be its producing
function. Then the following conditions are equivalent:

(a) f̂(D) is a star-shaped set;

(b) f(∆) is a star-shaped set;

(c) there exists g ∈ G+(∆) (respectively, ĝ ∈ Ĝ+(D)) such that

f(λ) = f ′(λ)g(λ), λ ∈ ∆,

(respectively, f̂(A) = f̂ ′(A)ĝ(A), A ∈ D).

Proof. First we note that f ∈ Hol(∆,C) is univalent on ∆. Indeed, the
equality f(λ1) = f(λ2) for some λ1 6= λ2 in ∆ implies the equality f̂(λ1I) =
f̂(λ2I), which is impossible because f̂ is univalent.

Now let (a) hold. Suppose that there is λ ∈ ∆ and t0 ∈ (0, 1) such that
the point t0f(λ) does not belong to f(∆). Increasing t0 if necessary, we can
assume that t0f(λ) ∈ ∂ (f(∆)) while tf(λ) ∈ f(∆) for all t ∈ (t0, 1].

On the other hand, t0f̂(λI) ∈ f̂(D). Hence there is A0 ∈ D such that
f̂(A0) = t0f̂(λI). It is clear that A0 ∈ D \ {λI : λ ∈ ∆}. Denote

ρ = inf
λ∈C

‖A0 − λI‖ > 0

and define the set

V =

{
A ∈ D : ‖A0 − A‖ <

1

2
min(ρ, 1− ‖A‖)

}

which lies in D \ {λI : λ ∈ ∆}.
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Since V is open, so is f̂(V) by the last Remark in Section 1.3. Therefore
the points tf̂(λI) (= tf(λ)I) belong to f̂(V) for all t close enough to t0.
On the other hand, for all t0 < t < 1, tf(λ) ∈ f(∆), hence tf̂(λI) ∈
f̂(D

⋂ {λI : λ ∈ ∆}). This contradicts the univalence of f̂ . Thus (a) implies
(b).

Now suppose (b) holds. Then it follows by Corollary 3.1.3 that there is
g ∈ G+(∆) such that

f(λ) = f ′(λ)g(λ)

(see equation (3.1.6)). Since the lifting mapping f 7→ f̂ : Hol(∆,C) 7→
Ĥol(D,A) is multiplicative,

f̂(A) = f̂ ′(A)ĝ(A),

and ĝ belongs to Ĝ+(D) by Theorem 2.1.1. Thus (b) implies (c).
Applying Corollary 2.1.2 and Theorem 3.1.1 (or again Corollary 3.1.3),

we get the implication (c)=⇒(a). The proof is complete. 2

Corollary 3.2.3 Let f̂ ∈ Ĥol(D,A) be a univalent l-analytic function. Then
the following assertions are equivalent:

(i) the set f̂(D) is star-shaped;
(ii) for each A ∈ D the following inequality holds:

Re

[
A∗

[
f̂ ′(A)

]−1

f̂(A)

]
≥ Re

[
A∗

[
f̂ ′(0)

]−1

f̂(0)(I − AA∗)
]

;

(iii) there exists a unique τ ∈ ∆ such that

f̂(A) = (A− τI)(I − τ̄A)f̂ ′(A)q̂(A) (3.2.1)

with Re q̂(A) ≥ 0, A ∈ D.
Moreover, if τ ∈ ∆, then A = τI is the unique null point of f̂ in D and f̂

is star-like with respect to an interior point. If τ ∈ ∂∆, then lim
λ→τ

f̂(λI) = 0

and f̂ is star-like with respect to a boundary point.

Proof. Let f̂ ∈ Ĥol(D,A) be a univalent l-analytic function. By Theorem
3.2.2, assertion (i) (f̂(D) is a star-shaped set) is equivalent to the requirement
that

ĝ(A) := [f̂ ′(A)]−1 f̂(A)
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belongs to the class Ĝ+(D) of holomorphically accretive l-analytic functions.
In turn, this fact is equivalent to assertion (ii) by Theorem 2.1.12 (see

inequality (2.1.14)).
Furthermore, the Berkson–Porta generalized representation of the class

Ĝ+(D) (see Remark 1 after Corollary 2.2.3, formula (2.2.9)) shows that (i) is
equivalent to (iii).

Finally, since f̂ ′(A) is invertible, f̂ vanishes in D if and only if ĝ does.
Thus, it follows by (3.2.1) that if τ ∈ ∆, then f̂(τI) = 0 and f̂ is star-like
with respect to an interior point. Otherwise (τ ∈ ∂∆), f̂ is star-like with
respect to a boundary point. 2

Now using this Corollary, Theorem 2.4.1 and Proposition 2.4.2, we obtain
the following general assertion.

Theorem 3.2.4 Let f̂ ∈ Ĥol(D,A) be univalent on D and satisfy equation
(3.2.1).

(I) If τ ∈ ∆, then for each set of the form

Ωl =
{
A ∈ D : ‖(A− τI)(I − τ̄A)−1‖ < l

}
, l ∈ (0, 1),

the set f̂(Ωl) is star-shaped (with respect to 0 = f̂(τI));
(II) if τ ∈ ∂∆, then for each set of the form

Ωβ =

{
A ∈ D :

∥∥∥∥A− τ

1 + β
I

∥∥∥∥ <
β

β + 1

}
, β > 0,

the set f̂(Ωβ) is star-shaped with respect to a boundary point. (In this case
there is a sequence λn → τ such that f(λn) → 0).

Proof. If τ in (3.2.1) belongs to ∆, then A0 = τI is a null point of the

function ĝ ∈ Ĝ+(D), where ĝ(A) := (A− τI)(I − τ̄A)q̂(A).
Now it follows by Theorem 2.4.1 that for each l ∈ (0, 1), the vector field

Tĝ = ĝ
∂

∂A

is semi-complete on Ωl = {A ∈ D : ‖(A − τI)(I − τ̄A)−1‖ < l}. Since
f̂ = Tĝf̂ (by (3.2.1)), it follows by Theorem 3.1.1 that f̂(Ωl) is a star-shaped
set.
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Similarly, by using Theorem 2.4.2 (instead of Theorem 2.4.1), one proves
that if τ ∈ ∂∆, then the sets f̂(Ωβ), where

Ωβ =

{
A ∈ D :

∥∥∥∥A− τ

1 + β
I

∥∥∥∥ <
β

1 + β

}
,

are star-shaped for each β > 0.
Moreover, in this case the semigroup {S(t) : t ≥ 0} converges to τ ,

uniformly on each compact subset of ∆. Hence, if we set λn = S(n)(0), then
we get by (3.1.3) that f(λn) = e−nf(0) converges to zero as n tends to ∞.
Theorem 3.2.4 is proved. 2
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