Statistics Qualifying Examination, November 4, 1977

Instructions: Do any four problems. Use a separate book for
each answer.

1. Let g=(p1,...,pk) and g=(q1,...,qk) be probability vectors.
Let m-(ml,...,mk) be multinomial with parameters M and p,
and let n-(nl,...,nk) be 1ndependent of m with the multinomial

distribution with parameters N and 9, SO that E mi=M and
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2. Let X.;5.. x be independent random variables each having b
y X Cﬁ. ?’a)
the Poilsson distribution.P(Xi=x) . 3" 'A, %=0,1,2,... S ?410
x! UCJQ W
a) Find a lower bound for the variance of an unblased
3
estimate of the parameter g=A2, ;_ﬂ?%_-
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b) Find the minimum variance unbiased estimate of 6. St
¢) Is the variance of the estimator in (b) equal to the

Cramér-Rao lower bound? Explain your answer. Vs .

(ji) Smith and Jones play the following game repeatedly. Each
one picks a number from {1,2,3}. If the numbers differ by 2,
the game 1s replayed. If the numbers differ by 1, the player
with the smaller number wins $1.00 from the player with the

larger number. If the numbers are equal, both players must
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pay the house $2.00.

a) What is the minimax strategy for Smith?

b) Suppose that Smith knows that Jones randomizes
his guesses so as to average 2. What, if any, adjustments

should Smith make in his strategy to reduce his losses?

4, Consider two simple linear regfession models
yi-a+ﬂu1+ei (1=1,...,m)

zJ=a'+B'vi+e3 (J=1,..4,8) >

where the errors sl,...,em,ei,...,eﬁ are 1.1.4. N(O,oz) random
variables.
a) How would you test the null hypothesis that the
two regression lines are in fact parallel? %?>§J
b) Suppose 1t is known that a=a', and call the common

i L I
value a . What are the least squares estimates of a¥*,B8,and B'? {ftv*

Ziii}x Let {Xi} be independent N(ui,l) random variables for i=1,2.

a) Characterize the most powerful test of size a of
Hy: u1=0 (i=1,2) wvs. Hl: u1=1,u2=-2.
b) Find the largest set of alternatives (“1’“2 for which

the test in (a) 1s uniformly most powerful.

6. Let (Xi,Yi) i=1,...,n be paired observations in which
the {xi} are known éonstants, and the {Yi} are independent binary
variables with P[Y,=1{x,J=6, (x,)=1-P[y,=0|x,].

Consider the linear logistic model

log{ ®1 \= o+BX
("51 ) s
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a) IEEG the log-likelihood function 1(a,B[X;,...,X ).
w“‘*“
What are the surricient statistics for a and B?
b) Let xl- T =XS=-1

XGgooo'_'x =0

10
X11=...X15=+1 and suppose the number
of YJ-l is equal to 1 for j=i;...5
0 for J=6,...,10
5 Tor j=dd;...;15.
Find a UMP one-slded test of HO:B-O vs H1:B>0, and test the

hypothesis at the a=0.2 level.

7. Let (X,Y) have a bivariate normal distribution with zero
means,‘unit variances, and correlation p. Let P=P[X>0 and Y>0].
a) p and P satisfy a relation of the form p=f(P§
Find the function f. =05 @lﬂ.?j

b) In a sample of 144 pairs of observations (xi’Yi’)
1=1,...,144, 24 pairs fell in the first quadrant of the X-Y

plane. Gilve an approximate 95% confidence interval for p.
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