COMPREHENSIVE EXAM
Statistical Inference

August 21, 1887

This is a closed book, closed notes exam. Please start all problems on a
new sheet of paper.

1. Students seeking a Master’s Level Pass may attempt any five preb-
lerns.

2. Students seeking s Ph.D. Level Pass should attempt problems 8
through 10.

3. Students seeking a pass at both levels must clearly designate those
problems to be considered for a Master’s Pass.
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Part : Students seeking & M.S. Level Pass should first attempt Problems
1—3.
1. {10 Points]
Let ¥y, ¥y, and ¥; be independent identically distributed exponential random
veriables with mean A State the distributions of the following random variables
(specify all parameters): '
Yi+Y+Y;

i) =

2Y,
Yot+Ys

{b)

Y
(c) .
Yi+Y,

(d) min(¥,,Y5,Y5)

2. [15 Points]
Let X, and Xg be independeny identienlly distributed random veriables with pro-
bability density funetion f(z)=1/4% 1<z <0,
(8} Find the joint probability demsity functior of U=X,X, and
Vs Xy
(b} TFiad the marginal probability deusity function: of U.
(¢) Are U and V independent? Why?

(d) Does ihe moment, generating function of ¥, exist? Whyt
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3. 2. [10 Points]

 State and prove the Neyman-Pearson Lemma (give the veision includiag random-
ized tests).

b. {15 Points]|
Consider the family of discrete distributions specified below:

{s(=:9y 9e{1,234}, z€{1,23}}.

Value of z

1 2 o
1

10 B 8 2

Valueof 21 .7 2 1
d 34 3 & I
4 1.0 B .1j

(i) Determine 2 level a=.10 most powerful test of Hy: f=1 vs.
H,: 0=2.

(i) Determine a level cv= 10 uniformly most poweriul test (if it exists)
for the hypothesis specified below. If ro uniformly most yowerful
teat exists, explain why it does not exist.

Hy =3, H,:0<3

(iii) Obtain the level a=.10 Likelihood Ratio Tezi of My Jm2 vs,
H,: 842
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4, [25 Points]

Let ¥y, ..

., ¥, be independent random variables such vhat the probability den-

gity function of ¥; (1<i<n)is

[i{y:8) =(2m *exp{-{y~=;8/2}, ~o0<y <0,

k)
where the z; are known constants such that $12%>0 and B&(—00,00) is an unk-

"_!,-ﬂ—u iy

nown parsmeter.
(2) Show thet the maximum likelihood estimator of B is

(b}
fe)

{d)

(e)

™
E x; Yf
L
E 3."2
il

Show that f is sufficient for .
Obtain the minimum variance unbiased estimator of &,

Bipt: You may assume thai .@‘ has 2 complete family of

distributions.

Show that the joint ;:df of ¥;,...,Y, has s monctone likelihood
ratio wivh respect to £l :

Obtain the level @ (0<a@<1) usiformly most powerful test of
Hy: B< by vs. Hy: 8> By
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5. [26 Points]

LL’L ELE PEEREEE

ticn

, X, be independent randora variables with probability density fune-

ﬁ--lc--’.: . x >G

/(z:0) = ()

where >0 is a known constant and 6> 0 is unknown.

(2)
(1)

(e)

Show that X /o is the meximum likelihood estimator of 67

Obtain the Fisher-Information of X, . . . , X,. (You may sssume \/
the regularity conditions hold.) 3

Use (b) to show that ¥ Jc: is the minimum variance uabiased esti-
mator of &L
Suppose that § has the prior probability deasity function

g(B7N) = -i-(";)-"r‘ e M g0,
where 7>0 and \>0 ere known constanta. Show that the Bayes
estimator of 6! under the loss funcf.ion LiB.a)={a" 0 Is

Discuss the relationship between the maximum likelihood sstimator
and d, as the ssmple size (n ] goss to infnity.
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Part II: Students seeking a Ph.D). pass should attempt Problems 6--10

8.

inclusive,
[20 Poinis]
Let Xy, ..., X, be a independen: and identically distributed random wvariables
wibth density

/{2:6) = 0, elsewhere .
We wish to test Hy: 0=1 against Hy: 0<1.

(2) Obtain a vsiformly most powerful test of Hy against Hy at level of
significance o, O< o< 1.

{93'“‘, 0<z<l, 6>0,

(t) Obtain a uniformly most 2ccurate 1—o lower confidence bound for
é.

[20 Points]
Let X and Y be independently distributed as Polsson random variables with
parameters A and u, respeciively.
(a) Find the UMP unbiased test of Hy: pe=) sgainst Hy: uekh Also
give an apalytical expression for the power of the above test.

(b) Obtain the uniformly most accurate unbiased confidence interval

for pfh.



x“’\l\ ’..

Ry =

e | Statistical Inference Page 6

8. [20 Points!

{a) Let Xy, ...,X, be independent and identicaily distri-
buted random variables with density functions
fila—8), i=1, ...,n, where @ denotes the unknown
location parameter. We wish to test

1, 0—-%<z<04+%,
' )(no Y Hy: [(2) m{(), elsewhere

versus
ey 1
Hy: f(z) = Wexp(-—z”/ﬁ.’), —00< 7 < ¢0.

Cognstruct & most powerful univariant test of Hy
against 4.

(b} Let Xy, ...,X, be independent and identically distri-
buted N{p,0°) random vsriables. Find the lowe:
bounds for variances of unbiased estimators of &, =i,
8y=0®. Do the minimum variance unbiased estima-
tors attain these lower bounds? Justify your answer.

yh ’> XI) X,.-)h AT
X, ) X;—YI ) iy )(,p-)d.

[N IR L
h.x:. .. \{'—3‘)

Lo, = %)

i) (10
i R
>X2
- ]
1(\‘1-"*‘) j@hb‘ ot )]_
¥ Y+ ?(\t\‘l'%lc.l, ‘l’: :\ =)
o e S

“%.'ﬂa)
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9. [20 Points]

(a) Suppose X has density f(z,0) and the parameter © has prior den-
sity M(#). Show that for the loss function

L{8,d) = w(@)[d~g(8)}*, «(8)>0,
the Bayes estimator of & real-valued function ¢(@) is given by
E{u{8)¢(O)iz
5 = Elufle(@)s]
Blu(8)ie]
(b) Let X have binomial distribution with n (known) trials and proba-
bility of ‘success’ . Obtain the Bayes estimator of # for the loss

function L(a,d)--%:-_'_%)i

M) = B(;'ﬁ)f"(l—e)"‘, 0<0<1, .

where a>0, §>0.

, 0<8< 1, for the prior density

(¢) Hence show thai the MLE QX)—-‘E- is & minimax estimator of §.
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10. {20 Foints

Lett X=(Y,2)=(Y, ..., YVuiZ1 - ..,&y), where ¥;'s aud Z;'s ere indepen-
dently distiibuted as N{6;,1) and N(6,,1), respectively, for =1, ...,m and
gl ..., n. Conpsider the trausforrastions

X'a2g, (X}, —00<a,b<co,
where
VieYiba, ZimZith, imi, .. .,m, j=1, ... 5.
Let §ea(0),0,) and it is desired to estimate h()=8,—6,.

(i) State the induced transformations g, , on the parametric space {1
of 8 and g, on the space of values of estimators §¥).

(i) Show that the loss Tunction L(#;d) to estimate 4(6) io inviariant if
and oniy if L{0;d)=P(d ~0;+0,), whers P is some function.

(i) When is the estimator §X7) of h(F) said to be equivariant?

(iv) Prove that the risk function of any equivadiant estimetor is
indspendent of &,

{v) Give any equivariant estimatc: of L({f) based cn the complete
sufficient statistic. What s your guess for the MEE {(winimom risk
equivariant) estimator for &(9)?

(Hint: Proofs are not eequived for part (v).)



