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Topic: An introduction to the Jackknife method. In particular, go through the examples of using Jackknife to estimate bias and variance.

Definitions of Jackknife
Suppose we have a sample 
X=(x1,x2,….xn)

And an estimator 
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The jackknife focuses on the samples that leave out one observation at a time:
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, for i=1,2,…n,

Called jackknife samples.  

This is the first time that the sample was manipulated. The new distribution function is called 
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observation has been dropped,

The ith jackknife sample consists of the data set with the ith observation removed.  Let 
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be the ith jackknife replication of
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Goal: To estimate the bias and standard error of
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The jackknife estimate of bias is defined by 
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Where
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Example 1: The exact form of inflation factor n-1 is derived by considering special case 
[image: image10.wmf]q

ˆ

=
[image: image11.wmf]))

1

/(

)

(

(

1

,

/

)

(

2

1

^

2

1

-

-

-

=

-

å

å

n

x

x

n

bias

n

x

x

n

i

jack

n

i


[image: image12.png]The Jackknife estimate is:f = 6 — Bias;,y




Jackknife estimate of standard error is defined by 
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Example 2: the exact form of the factor (n-1)/n is derived by considering the special case
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We can derive 


[image: image15.wmf]2

1

2

1

}}

)

1

/{(

)

(

{

ˆ

n

n

x

x

E

S

n

i

Jack

-

-

=

å


Sampling strategy comparison:

Bootstrap: sampling with replacement 

Jackknife: n fixed samples obtained by deleting one observation at a time. 

Inflation factor is needed since the typical jackknife sample is more similar to the original data X than is the typical bootstrap sample.

Application:

> x = rnorm(20, mean = 2, sd = 1)

> theta = function(x)

{


exp(mean(x))

}

# Jackknife

> results = jackknife(x, theta, group.size = 1)

> summary(results)

Number of Replications: 20 

Summary Statistics:

      Observed   Bias  Mean    SE 

theta    7.362 0.2661 7.376 1.999

Empirical Percentiles:

       2.5%  5%   95% 97.5% 

theta 6.697 6.9 8.226  8.33

> ###bootstrap

summary(bootstrap(x, theta, B = 1000))

Number of Replications: 1000 

Summary Statistics:

      Observed  Bias  Mean    SE 

theta    7.362 0.315 7.677 1.998

Empirical Percentiles:

       2.5%    5%   95% 97.5% 

theta 4.246 4.725 11.04 11.95

BCa Confidence Limits:

       2.5%    5%   95% 97.5% 

theta 3.877 4.359 10.54 11.26

> ######Simulation;

my.sample = function(n, size, mean, var)

{


x = rnorm(size, mean, var)


for(i in 1:(n - 1)) {



x = concat(x, rnorm(size, mean, var))


}


return(x)

}

> my.mat = matrix(my.sample(1000, 20, 2, 1), ncol = 1000, byrow = F)

> result.simu = apply(my.mat, 2, theta)

> summary(result.simu)

     Min.  1st Qu.   Median     Mean  3rd Qu.     Max. 

  3.57509  6.34817  7.34415  7.55465  8.55704 16.30852

> sqrt(var(result.simu))

[1] 1.724438

Failure of the jackknife:
Statistic 
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 is not “smooth”.

Example: To estimate median, the lack of smoothness caused the jackknife estimate of standard error to be inconsistent; bootstrap method is consistent for the median.
Deleted –d jackknife

Instead of leaving one observation out at a time, we leave out d observations, where n=r.d for some integer r.

Delete-d jackknife estimate of standard error is 
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, where 
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Example: for median, one has to leave out more than d=
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, but fewer than n observation to achieve consistency for jackknife estimate of standard error.
For further information, please refer to:

Shao, J. and Wu, C.F.J.(1989) A general theory for jackknife variance estimation. Ann.Statist. 17, 1176-1197.
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