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Introduction

Def 1. M-estimate (P.J., Bickel, K.A.,
Docksum): Suppose i.i.d.X1, · · · , Xn are
distributed to Pθ. Write P = {Pθ : θ ∈
Θ}, where Θ is an open set in R. Let
ρ : X ×Θ → R where

D(θ, θ0) = Eθ0(ρ(X1, θ)− ρ(X1, θ0))

is uniquely minimized at θ0. Let θ̂n be the
minimum contrast estimate such that

θ̂n = argmin
1

n

n∑
i=1

ρ(Xi, θ).

Suppose ψ = ∂ρ
∂θ is well defined, then

SX(θ)=̂
1

n

n∑
i=1

ψ(Xi, θ) = 0 (1)

when θ = θ̂n. θ̂n is an M-estimate.

Discussions on M-estimate:

• Solutions to equation (1) are called M-
estimate. We even do not require that
θ̂n is a minimum contrast.



• If ψ is differentiable, then under certain

conditions the distribution of θ̂n is ap-

proximately normal,

- the asymptotic mean is θ0

- the asymptotic variance is

(EP (
∂ψ

∂θ
)(X1, θ(P )))−1 × var(ψ(X1, θ(P )))

×(E
′
P (
∂ψ

∂θ
)(X1, θ(P )))−1

• However, under a semi-parametric model

setting the estimating function ψ is not

smooth, and it is difficult to calculate

the asymptotic variance of θ̂n with the

above formula.



Example (Koenker and Bassett, 1978)

Model: Yi = β
′
zi + εi

where εi’s are assumed to be independent

but may not be identically distributed. The

distribution of εi is not specified. The me-

dian of εi is 0. A commonly used estimating

function S for β is:

n−1/2
n∑
i=1

zi(I(Yi − β
′
zi ≤ 0)− 1/2).

S is not continuous.

Q: How to make inference on β?



A New Resampling Method

Suppose that the distribution (or limit dis-

tribution) of random vector SX(β0) can be

generated by a p×1 random vector U , whose

distribution is completely known or can be

estimated consistently. Parzen et. al. pro-

posed the following procedure:

For j = 1, · · · ,M ,

• Step 1: generate random sample uj
from U

• Step 2: solve the equation SX(β) = uj
and get a solution βuj

When M is large (e.g., 1000), the empirical

distribution of βU can be obtained.



Theorem 1. Let n be the sample size for

X. If there exist a sequence of constants

cn and a nonsingular matraix A such that,

A1:

sup(
‖SX(β)− SX(β∗)−An1/2(β − β∗)‖

1 + n1/2‖β − β∗‖
) → 0

almost surely, where β, β∗ are in U(β0, cn).

Furthermore, for ‖β − β0‖ ≥ cn,

A2:

inf‖SX(β)‖ = γn →∞

Then the asymptotic conditional distribu-

tion of n1/2(β̃ − βU) given X is asymptot-

ically identical to the asymptotic distribu-

tion of n1/2(β̂ − β0), where β̃ is a realiza-

tion of β̂ after observing X. More specifi-

cally, they are asymptotically distributed as

−A−1U .



Example 1: Heteroscedastic Quantile

Regression

Model: Yi = β
′
zi + εi

where εi’s are assumed to be independent

but may not be identically distributed. β
′
ozi

is the 100τth percentile of Yi. The distribu-

tion of εi is not specified. The estimating

function for β is:

SX = n−1/2
n∑
i=1

zi(I(Yi − β
′
zi ≤ 0)− τ). (2)

To solve the equation SX(β) = 0, we turn

to solve the following minimizing problem

(Bassett and Koenker, 1982):

ρ = −
n∑
i=1

(Yi − β
′
zi)(I(Yi − β

′
zi ≤ 0)− τ)(3)

( Quantile regression model in S-Plus/R/STATA)



Illustration: By setting z = (1,1,1,2,2,2,3,3,3,4),

and yi = 0.5zi+εi, where εi are i.i.d.N(0,1),

we got the following plot of SX(β) when

τ = 0.5:

Note: y = (1.41,0.57,2.52,0.87,2.74,0.80,1.76,

1.71,0.81,1.35) in this example



Plot of ρ(β)

Note: ρ is continuous, nonnegative and con-

vex.



Resampling Procedure:

for j = 1, ...,M ,

• Step 1: generate ξ1, · · · , ξn ∼ Bernoulli(τ),

• Step 2:uj = n−1/2 ∑n
1 zi(ξi − τ)

• Step 3: Solve equation SX(β) = uj and

get the solution βuj by:

-Let (Yn+1, zn+1) = (N,n1/2u/τ), where

N is a large number s.t. I(Yn+1−β
′
zn+1 ≤

0) is always 0.

-Solve S∗X = n−1/2 ∑n+1
i=1 zi(I(Yi− β

′
zi ≤

0)− τ) = 0 equivalently.

Thus we get the empirical distribution of

βuj.



Example 2: Rank Regression

Again, assume that Yi = β
′
zi + εi, but εi’s

are i.i.d., and β does not include the inter-

cept term. The estimating function SX(β)

based on ranks is:

SX =
n∑
i=1

(zi − z̄)φ(R(Yi − β
′
zi)), (4)

where

-φ is an increasing function

-R is the rank function for {Y1−β
′
z1, · · · , Yn−

β
′
zn}.

Then β̂, the solution to SX(β) = 0, is a

minimizer of the following function:

ρ =
n∑
i=1

φ(R(Yi − β
′
zi))(Yi − β

′
zi − Ȳ + β

′
z̄)(5)

An efficient program called RREGRESSION

is available to minimize ρ.



Resampling Procedure

for j = 1, ...,M ,

• Step 1: generate (η1, · · · , ηn) from ran-

dom permutation of (1, · · · , n),

• Step 2:uj =
∑n

1(zi − z̄)φ(ηi)

• Step 3: Solve equation SX(β) = uj and

get the solution βuj by:

-Let (Yn+1, zn+1) = (N, z̄−(n+1)u/[n(φ(n+

1)− φ̄))], where N is a large number s.t.

R(Yn+1 − β
′
zn+1 is always n+ 1.

-Solve S∗X =
∑n+1
i=1 (zi−z̄)φ(R(Yi−β

′
zi)) =

0 equivalently.



Illustration

Plot of SX(β)



Plot of ρ(β)

Note: ρ is continuous, nonnegative and con-

vex.



Wrong ρ in the paper



Simulation Study

(Median regression Model) 1000 samples
{(yi, zi), i = 1, · · · ,50} with β0 = (0,1,1)
were generated. The 1st components of zi
were all 1s and the 2nd components of zi
were Bornoulli with success probability 0.5.
The 3rd component of zi were i.i.d. stan-
dard normal. The C.I.’s of the 3rd com-
ponent of β were obtained by 1000 resam-
plings of U . Table 1 was based on 1000
simulations.



Note: based on 1000 simulations



Note: based on 1000 simulations



Discussions

• The proposal is useful when the point

estimate (̂β) can be easily obtained but

its variance is difficult to estimate by

conventional method

• There is no analytical proof that the

traditional bootstrap method is valid for

general quantile regression model.

• When the error terms are heteroscedas-

tic, conventional quantile regression method

in STATA could be bad, while the method

proposed in this paper performs well.

• The method proposed in this paper has

potentials to real data analysis.
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