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Abstract

We correct an error in the proof of Theorem 3 in [1] for the case of the column diagonal

dominance pivoting.

Theorem 3 in [1] provides the forward error bound for the LDU factorization by Algorithm

1 with either the diagonal pivoting strategy or the column diagonal dominance pivoting strategy.

There is an error in the proof for the case of the column diagonal dominance pivoting. Specifically,

in line 5 of page 2225, we have used that

|δ(k)ik |
a
(k)
kk

≤ φ(k)ε1.

This is true if the diagonal pivoting is used as we have â
(k)
ii ≤ â

(k)
kk and hence

|δ(k)ik |
a
(k)
kk

≤ φ(k)ε1a
(k)
ii

a
(k)
kk

≤ φ(k)ε1
â
(k)
ii (1− ξ(k)ε1)

−1

â
(k)
kk (1 + ξ(k)ε1)−1

≤ φ(k)ε1.

If the column diagonal dominance pivoting is used, â
(k)
ii ≤ â

(k)
kk may not be true. So, Theorem 3 as

stated is proved only under the assumption that the diagonal pivoting is used. When the column

diagonal dominance pivoting is used, we will show that the theorem is still true if the ∞-norm in

the bound for L is replaced by the 1-norm. Here we present some additional arguments to prove

this case.

Consider the column diagonal dominance pivoting strategy where, at the k-th step of the Gaus-

sian elimination, we simultaneously permute the rows and columns so that either the pivot entry
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is maximal among those with diagonally dominant columns or the pivot column has maximal

diagonal dominance. In carrying out the error analysis, we assume that the matrix A has been

permuted in advance by the accumulated permutation matrix P as determined by implementing Al-

gorithm 1 (with the column diagonal dominance pivoting) in a floating point arithmetic. Recall that

Â(k) = (â
(k)
ij ) denote the computed matrix after the (k−1)-st Gaussian elimination and v̂(k) = (v̂

(k)
i )

denote the computed diagonally dominant part. Let ŵ
(k)
i =

(
v̂
(k)
i +

n∑
j=k,j 6=i

|â(k)ij |
)
−

n∑
j=k,j 6=i

|â(k)ji |

be the diagonal dominant part for the i-th column. Then Â(k) is already arranged with the column

diagonal dominance pivoting, i.e.

â
(k)
kk = max{â(k)ii : ŵ

(k)
i ≥ 0, i ≥ k}, (1)

or

ŵ
(k)
k = max{ŵ(k)

i : ŵ
(k)
i ≥ 0, i ≥ k}, (2)

where we have assumed that the sign of ŵ
(k)
i is correctly computed for determining the column for

pivoting.

Recall that N is the maximal integer such that N ≤ n− 1 and a
(`)
`` > 0 for 1 ≤ ` ≤ N. We first

have the following result.

Lemma 1 For 1 ≤ k ≤ N , if Â(k) is arranged so that (1) (or (2)) holds, then we have

n∑
i=k+1

(|â(k)ik |+ v̂
(k)
i ) ≤ n(1 + ε2)â

(k)
kk

Proof Let ã
(k)
ii := v̂

(k)
i +

n∑
j=k,j 6=i

|â(k)ij |. Then â
(k)
kk = fl

(
v̂
(k)
i +

n∑
j=k,j 6=i

|â(k)ij |
)

= ã
(k)
ii (1 + ε2). It

follows from

|â(k)ik |+ v̂
(k)
i = ã

(k)
ii −

n∑
j=k+1,j 6=i

|â(k)ij |

that

n∑
i=k+1

(
|â(k)ik |+ v̂

(k)
i

)
=

n∑
i=k+1

ã
(k)
ii −

n∑
i=k+1

n∑
j=k+1,j 6=i

|â(k)ij |

=
n∑

i=k+1

n∑
j=k,j 6=i

|â(k)ji |+
n∑

i=k+1

ŵ
(k)
i −

n∑
i=k+1

n∑
j=k+1,j 6=i

|â(k)ij |

=
n∑

i=k+1

|â(k)ki |+
n∑

i=k+1

ŵ
(k)
i

≤ ã
(k)
kk +

∑
ŵ

(k)
i ≥0

ŵ
(k)
i .
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If using column diagonal dominance pivoting (1), we have

n∑
i=k+1

(
|â(k)ik |+ v̂

(k)
i

)
≤ ã

(k)
kk +

∑
ŵ

(k)
i ≥0

ã
(k)
ii = â

(k)
kk (1 + ε2) +

∑
ŵ

(k)
i ≥0

â
(k)
ii (1 + ε2)

≤ n(1 + ε2)â
(k)
kk .

If using column diagonal dominance pivoting (2), we have

n∑
i=k+1

(
|â(k)ik |+ v̂

(k)
i

)
≤ ã

(k)
kk +

∑
ŵ

(k)
i ≥0

ŵ
(k)
k ≤ nã(k)kk

= n(1 + ε2)â
(k)
kk .

We now present the corrected version of Theorem 4 in [1] for the case of column diagonal

dominance pivoting, which replaces the ∞-norm in the bound for L by the 1-norm.

Theorem 1 Let L̂ = [l̂ik], D̂ = diag{d̂i} and Û = [ûik] be the computed factors of LDU -

factorization of D(AD, v) by Algorithm 1 and L = [lik], D = diag{di} and U = [uik] are the

corresponding factors computed exactly. Assume that the column diagonal dominance pivoting is

used so that (1) (or (2)) holds. We have

‖L̂− L‖1 ≤
(
nνn−1u +O(u2)

)
‖L‖1, (3)

|d̂i − di| ≤
(
ξn−1u +O(u2)

)
di, for 1 ≤ i ≤ n,

‖Û − U‖∞ ≤
(
νn−1u +O(u2)

)
‖U‖∞,

where νn−1 ≤ 6 · 8n−1 − 2 and ξn−1 ≤ 5 · 8n−1 − 5
2 .

Proof We only prove the bound (3) for L. The proof for other parts is contained in the original

proof [1, p.2225]. As in the proof of Theorem 3 in [1, p.2225], using Lemma 5 of [1] and the

notations there, we have for i ≥ k + 1, |â(k)ik | ≤ â
(k)
kk and

|l̂ik − lik| ≤
∣∣∣∣∣ â

(k)
ik

â
(k)
kk

−
a
(k)
ik

a
(k)
kk

∣∣∣∣∣+ |â
(k)
ik |
â
(k)
kk

u

≤
|δ(k)ik |
a
(k)
kk

+
|â(k)ik δ

(k)
kk |

â
(k)
kk a

(k)
kk

+
|â(k)ik |
â
(k)
kk

u

≤
φ(k)ε1(v̂

(k)
i + |â(k)ik |)
a
(k)
kk

+ ξ(k)ε1 + ε1
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where we have used |δ(k)ik | ≤ φ(k)ε1(v̂
(k)
i + |â(k)ik |) which follows from Lemma 5 of [1] as

|δ(k)ik | ≤ φ(k)ε1(v
(k)
i + |a(k)ik |)

≤ φ(k)ε1(v̂
(k)
i + |â(k)ik |) + φ(k)ε1(|δ(k)i |+ |δ

(k)
ik |)

≤ φ(k)ε1(v̂
(k)
i + |â(k)ik |) + φ(k)ε1(ψ(k)ε1v̂

(k)
i + |δ(k)ik |).

Now, by Lemma 1, we have
n∑

i=k+1
(|â(k)ik |+ v̂

(k)
i ) ≤ n(1 + ε2)â

(k)
kk . Then

n∑
i=k+1

|l̂ik − lik| ≤ φ(k)ε1

∑n
i=k+1(v̂

(k)
i + |â(k)ik |)
a
(k)
kk

+
n∑

i=k+1

ξ(k)ε1 +
n∑

i=k+1

ε1

≤ φ(k)ε1
n(1 + ε2)|â(k)kk |

a
(k)
kk

+ (n− 1)ξ(k)ε1 + (n− 1)ε1

= nφ(k)ε1 + (n− 1)ξ(k)ε1 + (n− 1)ε1

≤ nνn−1ε1

where we have used â
(k)
kk ≤ (1 + ξ(k)ε1)a

(k)
ii and νn−1 = 2φ(n− 1) + ψ(n− 1) + 3. Since ‖L‖1 ≥ 1,

we have thus ‖L̂− L‖1 ≤ nνn−1ε1‖L‖1 and the theorem is proved.
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