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SUMMARY

These notes details several examples that help understand the technique of profiling the (either regular or empirical) likelihood. This provides more details to a technique used in the book Empirical Likelihood Methods in Survival Analysis (Zhou, 2016).
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1 Confidence Intervals Based on the Likelihood Ratio Test

1. Let’s consider the binomial case. Let $X$ be a random variable distributed as a Binomial$(n, p)$. Then, we know that the maximum likelihood estimator of $p$ will be $\hat{p} = \frac{x}{n}$. And, from our introductory statistics courses, we know that we can calculate a confidence interval for $p$ by the following formula for a Wald confidence interval:

$$\hat{p} \pm z \sqrt{\frac{\hat{p}(1-\hat{p})}{n}}$$

(1)

One issue with this type of confidence interval is that it’s possible for it to contain values outside of the interval $(0, 1)$, which doesn’t make any sense. There are some known transformations which eliminate (or reduce the likelihood) of this possibility. So, let’s consider an arbitrary transformation $g(p)$ and construct a confidence interval for it. From the formula for a Wald confidence interval, we have:

$$g(\hat{p}) \pm z \sqrt{\text{Var}(g(\hat{p}))}$$

(2)

where we used the fact that the MLE is invariant, so we know $g(\hat{p}) = g(\hat{p})$. So, by the delta method, we have:

$$\text{Var}(g(\hat{p})) \approx [g'(p)]^2 \text{Var}(\hat{p})$$

(3)

This gives us the confidence interval for $g(p)$: $g(p) \in [L, U]$. Which yields the following confidence interval for $p$: $p \in [g^{-1}(L), g^{-1}(U)]$

---

1These notes were obtained using ELPY version 0.7-3 and emplik version 1.0-1
So, why do we use transformations and why are they useful? If you use a “good” transformation, then you can guarantee that the confidence interval for \( p \) will be between \((0, 1)\).

But, there exist many different “good” transformations. Which one is the best? (kind of arbitrary, accurate, speed, etc.). The selection of the best “good” transformation is somewhat arbitrary. Your decision could be based on accuracy, speed, or any other criteria that you deem important. An example of this arbitrariness is the discrepancy between the transformation used by SAS and that used by R. In SAS, they use \( \log(-\log(1-p)) \), while R uses \( \log(1-p) \).

2. Hypothesis Testing

Let’s consider testing the following hypotheses:

\[
H_0 : p = p_0 \quad (4) \\
H_1 : p \neq p_0 \quad (5)
\]

Using the likelihood ratio test, we would reject the null when:

\[-2 \times \log \left[ \frac{\text{likelihood}(x, p_0)}{\text{likelihood}(x, \hat{p})} \right] > C = \chi^2_{1, 0.95} \quad (6)\]

We can simplify the left-hand side (without the -2) of this inequality to:

\[
x \log(p) + (n-x) \log(1-p) - x \log(\hat{p}) - (n-x) \log(1-\hat{p}) \\
= x \log\left(\frac{p}{\hat{p}}\right) + (n-x) \log\left(\frac{1-p}{1-\hat{p}}\right) \quad (7)\]

Now, there are two conditions the we need to take into consideration:

a. \( p \neq 0 \) and \( p \neq 1 \)

b. \( \hat{p} \neq 0 \) and \( \hat{p} \neq 1 \)

We can write a function in R which calculates this value for us:

```r
BinLLR = function(n,x,p) {
  if(x >= n) stop("100 percent success?")
  if(p <= 0) stop("P must between 0 and 1")
  if(x <= 0) stop("no success?")
  if(p >= 1) stop("P must < 1")

  phat = x/n
  -2*(x*log(p/phat)+(n-x)*log((1-p)/(1-phat)))
}

ts = BinLLR(n=100,x=30,p=0.5)
1 - pchisq(ts,df=1)
```
This show the P-value is near zero in testing $p=0.5$. When we test various values of success probabilities, those that lead to a P-value larger than 0.05 form a 95% confidence interval for $p$. This may accomplished by the function `findUL()` from package `emplik`.

3. ```r
myfun <- function(theta, n, x)
  temp <- BinLLR(n=n, x=x, p=theta)
  list("-2LLR"=temp)
}

library(emplik)
## Warning: package 'emplik' was built under R version 3.2.2
## Loading required package: quantreg
## Warning: package 'quantreg' was built under R version 3.2.2
## Loading required package: SparseM
## Warning: package 'SparseM' was built under R version 3.2.2
## Loading required package: methods
##
## Attaching package: 'SparseM'
##
## The following object is masked from 'package:base':
##
## backsolve

findUL(fun=myfun, MLE=0.3, n=100, x=30)
## $Low
## [1] 0.2160426
##
## $Up
## [1] 0.3940769
##
## $FstepL
## [1] 1e-10
##
## $FstepU
## [1] 1e-10
##
## $Lvalue
## [1] 3.84
##```
4. Good Properties of the Likelihood Ratio Test Approach to Confidence Intervals

(a) The LRT method is transformation invariant

i. Monotone Transformations
   If you have a confidence interval for \( p \), \((\text{lower}, \text{upper})\), and you want a confidence interval for \( \log(p) \) (or any monotone function), you can find it by taking the log of the lower and upper bounds for \( p \), \((\log(\text{lower}), \log(\text{upper}))\). This is much easier than the Wald method which involves calculating derivatives, using the delta method, etc.

ii. Transformations Which Aren’t Monotone
   This property even holds for transformations which aren’t monotone. If you have a transformation \( g(p) \) which isn’t monotone and a confidence interval for \( p \), \((l, u)\), then you can find your transformed confidence interval by the following steps:

\[
\begin{align*}
\text{upper}_{\text{new}} &= \max_{l < p < u} g(p) \\
\text{lower}_{\text{new}} &= \min_{l < p < u} g(p)
\end{align*}
\]

(b) The LRT method is range preserving

This means that the confidence intervals it produces will always be inside of the parameter space. So, in the binomial case, the confidence intervals produced by the LRT method will always be between \((0, 1)\).

(c) The LRT method doesn’t necessarily give symmetric intervals

The asymmetry of the intervals is more similar to the actual distributions under consideration. So, in the binomial case when we have a small value of \( p \), we know that there are more values above \( p \) than below it, so we’d expect our interval to reflect this. The Wald interval, on the other hand, will always be symmetric which we know is not always true of the distributions under consideration.

5. Possible Draw Backs of the Likelihood Ratio Test Approach to Confidence Intervals

(a) You may not have to use the delta method or take any derivatives, but you still have to find maximums and roots. These calculations should be easily done using computers, so this isn’t too much of an issue.

2 The Ratio of Two Success Probabilities

Let’s consider the case where we have two samples, each containing a parameter: success probability. From each sample we will have an \( n_i \) and an \( x_i \), where \( n_i \) is the total number of units observed in the \( i^{th} \) sample and \( x_i \) is the total number of successes observed in the \( i^{th} \)
sample. We can model this situation by two binomial random variables, $X_1$ and $X_2$, where $X_1 \sim Binomial (n_1, p_1)$ and $X_2 \sim Binomial (n_2, p_2)$, where the MLE for $p_1$ is $\hat{p}_1 = \frac{x_1}{n_1}$ and the MLE for $p_2$ is $\hat{p}_2 = \frac{x_2}{n_2}$.

Now, let’s suppose that we want to use the likelihood ratio test method of creating a confidence interval for the ratio of $\frac{p_1}{p_2}$. Since maximum likelihood estimators are invariant, we know that the MLE for $\frac{p_1}{p_2}$ will simply be $\frac{\hat{p}_1}{\hat{p}_2} = \frac{x_1 n_2}{x_2 n_1}$. We also know that since the log-likelihood ratio is additive, it follows that $LLR = LLR (sample_1) + LLR (sample_2)$. And since we want to use the likelihood ratio test method, we’ll need to consider the following hypotheses:

$$H_0 : \frac{p_1}{p_2} = \theta$$
$$H_1 : \frac{p_1}{p_2} \neq \theta$$

Under the likelihood ratio test, our initial parameters of interest are $p_1$ and $p_2$. But this is equivalent to considering the parameters $p_1$ and $\theta$, since $\theta = \frac{p_1}{p_2}$. If we take $p_1$ and $\theta$ to be our parameters of interest, then it follows that $p_1$ can be viewed as our nuisance parameter since $\theta$ is what we’re truly interested in. From our previous coursework, we know that we can get rid of a nuisance parameter in the log-likelihood ratio by simply “maximizing it out.” In this case, we’ll have

$$LLR(\theta) = \max_{\{p_1, p_2 : \frac{p_1}{p_2} = \theta\}} \{LLR (sample_1) + LLR (sample_2)\}$$

And then we can multiply this by $-2$ to obtain our likelihood ratio test statistic:

$$-2 [LLR (\theta)] = -2 \max_{\{p_1, p_2 : \frac{p_1}{p_2} = \theta\}} \{LLR (sample_1) + LLR (sample_2)\}$$

$$= \min_{\{p_1, p_2 : \frac{p_1}{p_2} = \theta\}} \{-2 \cdot LLR (sample_1) - 2 \cdot LLR (sample_2)\}$$

So, once we have our likelihood ratio test statistic, we can compare it to 3.84 and determine whether or not we reject $H_0$. Then, we can create a confidence interval for $\theta = \frac{p_2}{p_1}$ by finding the values of $\theta$ which give us a likelihood ratio test statistic less than 3.84.

Below is the R code for the computing a confidence interval for the ratio of two success probabilities using the likelihood ratio test method. Note that the code is for $\theta = \frac{p_2}{p_1}$ and not $\theta = \frac{p_1}{p_2}$. But, using the invariance property of the likelihood ratio confidence intervals, we can simple take the inverse of the confidence limits to get those for $\theta = \frac{p_1}{p_2}$.

```r
BinRatio <- function(n1, x1, n2, x2, step=0.1, initStep=0.1, level=3.84) {
  if(x1 >= n1) stop("all success(sample 1)?")
  # Your code here
}
```
\if(x2 >= n2) \text{stop(\textit{all success(sample 2)?})}\fi

MLE \leftarrow \frac{(x2 \times n1)}{(x1 \times n2)} \quad \text{#### recall we are to find CI for p2/p1, not p1/p2.}

EPS \leftarrow \text{.Machine}\$\text{double.eps}

\text{Theta} \leftarrow \text{function}(\text{theta}, n1=n1, x1=x1, n2=n2, x2=x2)\{
\text{llr} \leftarrow \text{function}(\text{const}, n1, x1, n2, x2, \text{theta})\{
  \text{npllik1} \leftarrow -2 \times (x1 \times \log((\text{const} \times n1)/x1) + (n1-x1) \times \log(((1-\text{const}) \times n1)/(n1-x1)))
  \text{npllik2} \leftarrow -2 \times (x2 \times \log((\text{const} \times \text{theta} \times n2)/x2) + (n2-x2) \times \log(((1-\text{const} \times \text{theta}) \times n2)/(n2-x2)))
  \text{return}(\text{npllik1} + \text{npllik2})
}\}
\text{upBD} \leftarrow \min(1 - \text{EPS}, 1/\text{theta} - \text{EPS})
\text{temp} \leftarrow \text{optimize}(f = \text{llr}, \lower = \text{EPS}, \upper = \text{upBD}, \text{n1} = n1, \text{x1} = x1, \text{n2} = n2, \text{x2} = x2, \text{theta} = \text{theta})
\text{cstar} \leftarrow \text{temp}\$\text{minimum}
\text{val} \leftarrow \text{temp}\$\text{objective}
\text{pvalue} \leftarrow 1 - \text{pchisq}(\text{val}, \text{df}=1)
\text{list(\text{"-2LLR"} = val, \text{cstar} = cstar, \text{Pval}=pvalue)}\}

\text{value} \leftarrow 0
\text{step1} \leftarrow \text{step}
\text{Lbeta} \leftarrow \text{MLE} - \text{initStep}
\text{for} (i \text{ in } 1:8) \{
  \text{while}(\text{value} < \text{level}) \{
    \text{Lbeta} \leftarrow \text{Lbeta} - \text{step1}
    \text{value} \leftarrow \text{Theta}(\text{theta} = \text{Lbeta}, n1=n1, x1=x1, n2=n2, x2=x2)\$\text{"-2LLR"})
  \text{for} \}
\text{Lbeta} \leftarrow \text{Lbeta} + \text{step1}
\text{step1} \leftarrow \text{step1}/10
\text{value} \leftarrow \text{Theta}(\text{theta} = \text{Lbeta}, n1=n1, x1=x1, n2=n2, x2=x2)\$\text{"-2LLR"})
\text{for} \}
\text{value1} \leftarrow \text{value}
\text{value} \leftarrow 0
Ubeta <- MLE + initStep
for( i in 1:8 ) {
  while(value < level) {
    Ubeta <- Ubeta + step
    value <- Theta(theta=Ubeta, n1=n1, x1=x1, n2=n2, x2=x2)$'2LLR'
  }
  Ubeta <- Ubeta - step
  step <- step/10
  value <- Theta(theta=Ubeta, n1=n1, x1=x1, n2=n2, x2=x2)$'2LLR'
}
return( list(Low=Lbeta, Up=Ubeta, FstepL=step1, FstepU=step,
Lvalue=value1, Uvalue=value) )
}

BinRatio(n1=100, x1=30, n2=90, x2=33)

## $Low
## [1] 0.8149795
##
## $Up
## [1] 1.844754
##
## $FstepL
## [1] 1e-09
##
## $FstepU
## [1] 1e-09
##
## $Lvalue
## [1] 3.84
##
## $Uvalue
## [1] 3.84

Exercise: Similar to the above BinRatio( ) function, write an R function BinDiff( ),
that will produce the Wilks confidence interval for the difference of two binomial success
probabilities.

3 The Weibull Distribution

We know from survival analysis that a random variable, $X$, following a Weibull distribution
will satisfy the following probability:

$$P(X > t) = e^{-(\lambda t)^\beta} \quad \text{for} \quad t \geq 0 \quad \text{and} \quad \lambda, \beta > 0$$
If we have a sample of size $n$ from a Weibull distribution, then we can derive the log-likelihood function for $\lambda$ and $\beta$

$$
\log (L (\lambda, \beta|X_1, \ldots, X_n)) = \sum_{i=1}^{n} \left[ \log (\beta) + (\beta - 1) \log (\lambda x_i) + \log (\lambda) - (\lambda x_i)^\beta \right]
$$

But in survival analysis, it is common to have censored data. This means that we have some $X$ values that we don’t know the exact value of, only that they’re greater than some specific value. As an example, consider the case where you track ants for a 12 month period and you record the time at which they die. If, at the end of that 12 month period, an ant is still alive, then all you know is that it survived for longer than 12 months. So, if ant$_9 = X_9$ is still alive, then you know that it survived for some time greater than 12 months. So, the survival value of ant$_9$ is $X_9 > 12$, which we denote by $X_9 = 12^+$. When dealing with survival data, it’s common to represent it with two vectors. The first vector contains the survival values, and the second vector is the corresponding “status” vector, which contains a 1 if the corresponding survival value is a true value and a 0 if the corresponding survival value is a censored value. Using the survival package in R, you can convert a a pair of vectors into survival data using the Surv function. Here’s an example:

```r
require(survival)
x = c(5,3,7,2,8,9,5,4,6,2)
d = c(0,1,1,1,1,1,0,0,1,1)
Surv(x,d)
## [1] 5+ 3 7 2 8 9 5+ 4+ 6 2
```

How does censored data change our likelihood function? For an observation with a status of 1, its contribution to the likelihood function is simply $f(x_i|\lambda, \beta)$. For an observation with a status of 0, its contribution to the likelihood function is the probability $P(X > x_i) = e^{-(\lambda x_i)^\beta}$. So, if we have some censored data, then our likelihood function becomes:

$$
L (\lambda, \beta|X_1, \ldots, X_n) = \prod_{i=1}^{n} [f(x_i|\lambda, \beta)]^{\delta_i} \left[e^{-(\lambda x_i)^\beta}\right]^{1-\delta_i}
$$

where $\delta_i$ is the status of the $i^{th}$ observation. Below is some R code for the computing the log-likelihood for a Weibull distribution with censored data:

```r
WeibLL <- function(x, d, lam, beta){
  ### lam can be a vector of length(x), but use with care.
  ### beta must be a scalar.
  #########################

```
### if you use survreg of Survival package, then beta=1/scale
### and lam=exp(-location)

```r
if (any((d != 0) & (d != 1)) )
  stop("d must be 0(right-censored) or 1(uncensored)")
if(any(lam <= 0)) stop("lam must >0")
if(beta <= 0) stop("beta must > 0")

sum(d*(log(beta)+(beta-1)*log(x)+ beta*log(lam))) - sum((x*lam)^beta)
```

Finding the MLE

Calculating the MLE of the Weibull distribution can be difficult, especially with censored data, so we’ll use a pre-made function in R. Under the survival package, we can use the survreg function to calculate the MLE by just fitting the intercept. Here’s some sample code:

```r
t = c(5,4,6,8,11,12,16,14,21,26,33,44)
d = c(1,0,1,1,1,1,1,1,1,0,1,1)

survreg( Surv(t,d) ~ 1, dist = "weibull")
```

One issue with this function is that it doesn’t return the MLE’s for the Weibull distribution, but the MLE’s for the extreme value distribution which is just the log of a Weibull distribution. Since the MLE is invariant, we know that we can convert the MLE of the extreme value distribution to that of the Weibull distribution by a transformation. By using the following transformations, we can find the MLE for the Weibull distribution:

\[ \lambda = e^{-\text{location}} \]
\[ \beta = \frac{1}{\text{scale}} \]

where location and scale are the MLE/parameters of the extreme value distribution. In R, we can find the MLE of a Weibull distribution in the following way:
t = c(5,4,6,8,11,12,16,14,21,26,33,44)
d = c(1,0,1,1,1,1,1,1,0,1,1,1)

reg = survreg( Surv(t,d) ~ 1, dist = "weibull")

location = as.vector(reg$coefficients)
scale = as.vector(reg$scale)

exp(-location)
## [1] 0.04725676

1/scale
## [1] 1.568467

reg$loglik
## [1] -38.53396 -38.53396

Maxi <- reg$loglik[1]
print(Maxi)
## [1] -38.53396

Now that we have the MLE, the next step is to turn this into a confidence interval for
the survival probability, $P(X > t) = e^{-(\lambda t)^\beta}$ where $t$ is some fixed time point. So, let’s first
look at a plot of the likelihood function with respect to $\lambda$ and $\beta$ when we take $t = 15$:

WeibLL <- function(x, d, lam, beta){
  if (any((d != 0) & (d != 1)))
    stop("d must be 0(right-censored) or 1(uncensored)")
  if(any(lam <= 0)) stop("lam must >0")
  if(beta <= 0) stop("beta must > 0")

  sum(d*(log(beta)+(beta-1)*log(x)+ beta*log(lam))) - sum((x*lam)^beta)
}

lamvec <- 1:100/1000
betavec <- 0.5 + 1:130/50

ymat <- xmat <- matrix(NA, 100, 130)
for(i in 1:100) for(j in 1:130) xmat[i,j] <- WeibLL(x=t, d=d, lam=lamvec[i], beta=betavec[j])

for(i in 1:100) for(j in 1:130) {
We can see that the log-likelihood function is its highest around (0.05, 1.5), which agrees with the MLE values that we found above. Now, we want to find a 95% confidence interval for the survival probability given a value of \( t \):

\[
P(X > t) = g(\lambda, \beta) = e^{-(\lambda t)^\beta}
\]

So, we need to find the region of our -2 log likelihood function which is within 3.84 of our MLE. Let’s define this region to be \( U \). Once we have the region \( U \), we can find the upper
and lower bounds of our confidence interval in the following way:

\[
\begin{align*}
\text{upper} &= \max_{\lambda, \beta \in U} \{\exp[- (\lambda t)]\} \\
\text{lower} &= \min_{\lambda, \beta \in U} \{\exp[- (\lambda t)]\}
\end{align*}
\]

We can use R to find the region \( U \) by using the following code: (95% and 90%)

```r
lamvec <- 1:100/1000
betavec <- 0.5 + 1:130/50

ymat <- xmat <- matrix(NA, 100, 130)
for(i in 1:100) for(j in 1:130) xmat[i,j] <- WeibLL(x=t, d=d, lam=lamvec[i], beta=betavec[j])
for(i in 1:100) for(j in 1:130) ymat[i,j] <- exp(-(lamvec[i]*15)^betavec[j])
contour(lamvec, betavec, xmat, level=c(Maxi - 3.84/2, Maxi - 2.70/2))
```
A note of caution: we used the percentile of Chi-square with df=1, not df=2 (why?)
Since we don’t have an explicit formula or function for this region, we will have to find
the confidence interval for it algorithmically. So, we’ll have to search the region $U$ for a
maximum and minimum value. An example of this process is shown below:

```
contour(lamvec, betavec, xmat, level=c(Maxi - 3.84/2))
par(new=TRUE)
contour(lamvec, betavec, ymat, level=c(0.8, 0.775, 0.5, 0.323, 0.24, 0.22))
```
We can see that the smallest probability value which falls in our region $U$ is somewhere around 0.323. We could do the same for the upper bound, and give an interval of approximately [0.323, 0.775] but it would also imprecise. Instead, we should create a more general search method for finding maximum and minimum values which would work in higher dimensions as well. One possible method is the “Blind Man Climbing a Mounting” approach. The steps for this algorithm are:

1. Choose a radius value.
2. Starting with the MLE, calculate the likelihood values at every (or a select number) point on that radius.
3. Find the largest value and take that point as your new center.
4. From your new center point, calculate the likelihood values at every (or a select
5. Continue this process until you have a point which lies outside your region $U$.

6. Once you find one point outside of $U$, return to your previous point and reduce your radius value and recalculate your likelihood values.

7. Repeat until the radius value gets sufficiently small.

Likelihood Ratio Test Method vs. the Wald Method in the Weibull Case:
Both require work to get a confidence interval, but the Wald requires lots of calculations by hand while the LRT method only requires computation time once your search algorithm is written. So, we obviously prefer the LRT method.

Here is the Log likelihood ratio function that we will use for optimization in this case we have the maximum for this problem set as a magic number (find this number from previous computer output).

```r
WLLRfn <- function(para, dataMat, Maxi=-38.53396) {
  mytemp <- 2*( Maxi-WeibLL(x=dataMat[1,], d=dataMat[2,],
                           lam=para[1], beta=para[2]))
  list("-2LLR"=mytemp)
}
```

This is a function created that will use the steps above to find the upper value of the confidence interval.

```r
FindU2 <- function(mle, ConfInt, LogLikfn, Pfun, dataMat, level = 3.84) {
  temp0 <- LogLikfn(para = mle, dataMat)
  PfunUold <- Pfun(mle[1], mle[2])
  stepsize <- ConfInt/3
  b1vec <- mle[1] + stepsize[1] * (1:10 - 5.5)
  temp <- matrix(NA, nrow = 4, ncol = 100)
  temp[1, ] <- rep(b1vec, each = 10)
  temp[2, ] <- rep(b2vec, times = 10)
  for (i in 1:10) for (j in 1:10) {
    ind <- (i - 1) * 10 + j
    temp[4, ind] <- LogLikfn(para = c(b1vec[i], b2vec[j]),
                              dataMat)$"-2LLR"
  }
  subsetInd <- (temp[4, ] < level)
  ParaTrials <- temp[, subsetInd]
  TrialValues <- Pfun(ParaTrials[1, ], ParaTrials[2, ])
  maxInd <- which.max(TrialValues)
  PfunU <- TrialValues[maxInd]
  maxParaOLD <- maxPara <- ParaTrials[, maxInd]
  print(c(PfunU, maxPara))
}
```
for (N in 1:25) {
    if (sum(subsetInd) < 20)
        stepsize <- stepsize/2
    if (PfunU <= PfunUold) {
        maxpara <- maxParaOLD
        stepsize <- stepsize/4
    }
    b1vec <- maxPara[1] + stepsize[1] * (1:10 - 5.5)
    temp[1, ] <- rep(b1vec, each = 10)
    temp[2, ] <- rep(b2vec, times = 10)
    for (i in 1:10) for (j in 1:10) {
        ind <- (i - 1) * 10 + j
        temp[4, ind] <- LogLikfn(para = c(b1vec[i], b2vec[j]),
                                  dataMat)$"-2LLR"
    }
    subsetInd <- (temp[4, ] < level)
    ParaTrials <- temp[, subsetInd]
    TrialValues <- Pfun(ParaTrials[1, ], ParaTrials[2, ])
    maxInd <- which.max(TrialValues)
    PfunUold <- PfunU
    PfunU <- TrialValues[maxInd]
    maxPara <- ParaTrials[, maxInd]
    print(c(PfunU, maxPara))
}
list(Upper = PfunU, maxParameterNloglik = maxPara)

FindU2(mle=c(0.04725676,1.568467), ConfInt=c(0.005, 0.1), LogLikfn=WLLRfn,
Pfun=function(b1, b2) {exp(-(b1*15)^b2)}, dataMat=rbind(t, d))

## [1] 0.66275712 0.03975676 1.71846700 NA 0.79339007
## [1] 0.76806668 0.03225676 1.83513367 NA 3.79568527
## [1] 0.77040069 0.03309009 1.91846700 NA 3.73881799
## [1] 0.77212023 0.03392343 2.00180033 NA 3.73192277
## [1] 0.77325549 0.03475676 2.08513367 NA 3.77981888
## [1] 0.77212023 0.03392343 2.00180033 NA 3.73192277
## [1] 0.77479815 0.03404061 2.03278992 NA 3.8386198
## [1] 0.77490598 0.03405364 2.03409200 NA 3.83942093
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We see the upper bound of the 95% confidence interval is 0.7749165, this confirms our previous result read from the contour plot. Similarly we may get the lower bound (not shown here).

4 The Cox model and the partial likelihood

4.1 Introduction of the Partial Likelihood

When you have a lot of nuisance parameters and the normal likelihood equation does not work, you can use Cox’s Partial Likelihood. The example he gives has each observation consisting of the elements $(T_i, x_i, \delta_i)$ for $i = 1, 2, \ldots, n$. Where $T_i$ is the observed survival time, $x_i$ is the covariate, and $\delta_i$ is the censor status, all related to the $i^{th}$ patient. In this example the partial likelihood, denoted $PL$ is

$$PL = \prod_{i=1}^{n} \left( \frac{e^{\beta x_i}}{\sum_{j=1}^{n} e^{\beta x_j} I[T_j \geq T_i]} \right)^{\delta_i}$$

This is in a sense related to the probability of the rank of the $T_i$’s, not the $T_i$’s themselves.

We have a model assumption that $T_i$ has a hazard function given by

$$h_i(t) = h_0(t)e^{\beta x_i}$$

where $h_i(t)$ represents the hazard function of the $i^{th}$ patient and $h_0(t)$ is the baseline hazard function. Here $\beta$ is the parameter of interest and $h_0(t)$ is a nuisance parameter of infinite dimension.

The question we need to ask ourselves is if this baseline hazard function is going to destroy the use of the likelihood.
4.1.1 Revisiting the Hazard Function

The hazard function is of the form
\[ h(t) = \frac{f(t)}{1 - F(t)} \]

The cumulative hazard function, sometimes denoted \( \Lambda(t) \) is simply
\[ \Lambda(t) = \int h(s)ds \]

4.1.2 Steps to Deriving the Partial Likelihood Equation

The steps to deriving the Partial Likelihood of the Cox Model are quite simple.

1. Write down the likelihood for the Cox Model. Make sure to put it in terms of the baseline hazard function, \( h_0(\cdot) \), and \( \beta \).
2. Profile out the baseline hazard function, \( h_0(\cdot) \).
3. Produce the Partial Likelihood equation.

Some things to point out before we go through this process is that it is not clear if we are able to profile out the \( \mu_i \)'s in the Neymann-Scott example. Also the Partial Likelihood may not work in some situations. We will work through the above steps for the Cox Model.

1. The likelihood of the Cox Model is as follows (when there is no censoring):
\[
\text{Lik} = \prod_{i=1}^{n} f(x_i)
\]
\[
= \prod_{i=1}^{n} \frac{f(x_i)}{1 - F(x_i)} [1 - F(x_i)]
\]
\[
= \prod_{i=1}^{n} h(x_i)e^{-\Lambda(x_i)}
\]

We can move from lines 2 to 3, because we know that \( e^{-\Lambda(x_i)} = 1 - F(x_i) \).

2. For observations WITH right censoring, the empirical likelihood is the first line below
\[
\text{Lik} = \prod_{i=1}^{n} \{f_i(t_i) dt \ast I [\delta_i = 1] + [1 - F_i(t_i)] I [\delta_i = 0]\}
\]
\[
= \prod_{i=1}^{n} \left\{ \frac{f_i(t_i)dt \ast e^{-\Lambda_i(t_i)}}{1 - F_i(t_i)} I [\delta_i = 1] + e^{-\Lambda_i(t_i)} I [\delta_i = 0] \right\}
\]
\[
= \prod_{i=1}^{n} [h_i(t_i)dt]^\delta_i e^{-\int_0^{t_i} h_i(s)ds}
\]
By using the Cox model assumption mentioned earlier, we can manipulate the likelihood equation even more.

\[
Lik = \prod_{i=1}^{n} \left[ h_0(t_i) e^{\beta x_i} dt \right]^{\delta_i} e^{-\int_0^{t_i} h_0(s) e^{\beta x_i} ds}
\]

By taking the log of each side of the equation and letting \( w_i = h_0(t_i) dt \) for \( i = 1, 2, \ldots, n \)

\[
\log Lik(\beta, \bar{w}) = \sum_{i=1}^{n} \left\{ \delta_i [\beta x_i + \log(w_i)] - e^{\beta x_i} \int_0^{t_i} w_s ds \right\}
\]

We know that \( w_i \) must be discrete. If it was continuous, there would be no maximum. Therefore we can change the integral to a summation.

\[
\log Lik(\beta, \bar{w}) = \sum_{i=1}^{n} \left\{ \delta_i [\beta x_i + \log(w_i)] - e^{\beta x_i} \sum_{s=0}^{t_i} w_s \right\}
\]

In this example \( w_i \) is considered to be a nuisance parameter because it continues to grow as \( n \) increases. In this case the logLik still works, unlike the Neymann-Scott example. Here is a reminder of what the logPL looks like, and that it does not involve \( \bar{w} \).

\[
\log PL = \sum_{i=1}^{n} \delta_i \left[ \beta x_i - \log \left( \sum_{j=1}^{n} e^{\beta x_i} I[T_j \geq T_i] \right) \right]
\]

3. Profiling out the \( w_i \)'s is based on a theorem. For any given and fixed \( \beta = \beta^* \), we can find the solution to \( \max_{\bar{w}} \{ \log Lik(\beta^*, \bar{w}) \} \). The solution is

\[
w_i(\beta^*) = \frac{\delta_i}{\sum_{j=1}^{n} e^{\beta x_i} I[T_j \geq T_i]}
\]

The values of these \( w_i(\beta^*) \)'s will be the MLEs if the \( \beta^* \) is the MLE of \( \beta \).

4. Now we can see the relationship between logLik and logPL when the solution \( w_i(\beta^*) \) is plugged in.

\[
\log Lik(\beta^*, w_i(\beta^*)) = \log PL(\beta^*) - \sum_{i=1}^{n} \delta_i
\]

In this example we can use the partial likelihood if we would like to do any inference such as confidence intervals and hypothesis testing just involving the \( \beta \)'s as this equation is much easier to work with. However if we would like to perform any inferences involving the \( w_i \)'s, then we would have to use the original likelihood equation.

### 4.1.3 Using R to Compute Empirical and Partial Likelihoods

The package ELYP, contains a function CoxEL. This function computes the empirical likelihood as well as the partial likelihood for the purpose of testing the parameter \( \beta \) and the baseline hazard feature, which we defined via \( lam \) and \( fun \).
This function has 6 inputs: y, d, Z, beta, lam, and fun. In this case, y is equivalent to the $t_i$ used above, d is equivalent to $\delta_i$, Z is equivalent to $x_i$, and beta is equivalent to $\beta^\ast$. The new inputs that we have not discussed yet are lam, which is a scalar used in the constraint of baseline, and fun, a function which together with lam defines the feature of the baseline hazard. When lam=0 there is no restriction on the baseline $w_i$’s which means that they will follow the formula $w_i(\beta^\ast) = \sum_{j=1}^{n} \delta_j e^{\beta x_j I[T_j \geq T_i]}$. Here is an example where y, d, and Z are defined below. We will set beta equal to 1, just to run the function, and lam equal to 0. This means that it does not matter what function for fun we put in, since it will not affect the $w_i$’s at all.

```
library(ELYP)

## Warning: package 'ELYP' was built under R version 3.2.2
##
## Attaching package: 'ELYP'
##
## The following object is masked from 'package:emplik':
## cumsumsurv

y <- c(3, 5.3, 6.4, 9.1, 14.1, 15.4, 18.1, 15.3, 14, 5.8, 7.3, 14.4)
x <- c(1, 1.5, 2, 3, 4, 5, 6, 5, 4, 1, 2, 4.5)
d <- c(1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 0)

CoxEL(y=y, d=d, Z=x, beta=1, lam=0, fun=function(t){t})
```

A brief explanation of the output of this function.

- d - This is a list of the input d values, sorted by the y values.
- Hazw - These are your $w_i$’s. Remember that $w_i = h_0(t_i)dt$ where $h_0(t_i)$ is your baseline hazard function.

- mu - This is equal to $\int f(t)h_0(t)dt$. This is the value that is pulled either up or down by your lam input, where $f(t)$ is the fun in the input of CoxEL( ).

- logPlik - This is the value of log partial likelihood.

- logEmpLik - This is the value of the log empirical likelihood.

You will notice that $\log EmpLik = \log Plik - \sum_{i=1}^{12} d$, which matches our derivation of the partial likelihood.

Since the beta input is not the MLE of $\beta$, the Hazw output are not the MLEs of the $w_i$’s. This is how to find the MLE of $\beta$.

```r
beta <- coef(coxph(Surv(y,d)~x))
beta
## x
## -3.729459
```

This gives the true MLE of $\beta$. This is what happens when we input this value of beta into the CoxEL function.

```r
CoxEL(y=y, d=d, Z=x, beta=beta, lam=0, fun=function(t){t})
```

```
## $d
## [1] 1 1 1 1 1 1 1 1 1 1 0 1 1 0
##
## $Hazw
## [1] 1.890424e+01 3.461123e+01 3.972519e+01 8.568066e+02 1.692491e+03
## [6] 6.865377e+04 1.366519e+06 2.501949e+06 0.000000e+00 6.197345e+07
## [11] 1.224941e+08 0.000000e+00
##
## $mu
## [1] 2889654017
##
## $logPlik
## [1] -5.373885
##
## $logEmpLik
## [1] -15.37389
```

You will see that the outputs changes, with the exception of the d values. These Hazw’s are now the MLEs of the $w_i$’s. It is also important to note that this function retrieves the same value for the log partial log likelihood as the unconditional likelihood given by the coxph function.
The Cox Partial Likelihood is a good way to make inferences on the non-nuisance parameters. However if you would like to find the MLEs of the nuisance parameters, CoxEL is a good way to find those estimates.

4.2 Construct confidence interval related to $\beta$

Let us now try an example for the Cox model. This is similar to the example on page 58 from the book *Modeling Survival Data* by Therneau and Grambsch. The data set is pbc.

```r
library(survival)
library(emplik)
myfit <- coxph(Surv(time, status==2) ~ age+edema+log(bili)+
                 log(albumin)+log(protime), data=pbc)
myfit
## Call:
## coxph(formula = Surv(time, status == 2) ~ age + edema + log(bili) +
## log(albumin) + log(protime), data = pbc)
##
## coef exp(coef) se(coef) z  p
## age 0.0396  1.0404  0.00767 5.16 2.4e-07
## edema 0.8963  2.4505  0.27141 3.30 9.6e-04
## log(bili) 0.8636  2.3716  0.08294 10.41 0.0e+00
## log(albumin) -2.5069  0.0815  0.65292 -3.84 1.2e-04
## log(protime) 2.3868  10.8791  0.76851 3.11 1.9e-03
##
## Likelihood ratio test=231 on 5 df, p=0 n= 416, number of events= 160
## (2 observations deleted due to missingness)

myfit$loglik
## [1] -866.9573 -751.4697

We see the full model loglik value is -751.4697 (the max value). We then define a function that will offset the slope for log(protime) and return the -2LLR.

```r
pbclogl <- function(beta, max, pbc) {
  temp <- coxph(Surv(time, status==2) ~
                 age+edema+log(bili)+log(albumin)+offset(beta*log(protime)), data=pbc)
  loglikratio <- -2*( max - temp$loglik[2])
  loglikratio
}
```
list("-2LLR"=loglikratio)
}

Now we are ready to find the confidence interval. You find the MLE of beta for log(protime) if you read the output of coxph( ) above, instead of looking only at loglik.

findUL(fun=pbcloglik, MLE=2.387, max=-751.4697, pbc=pbc)
## $Low
## [1] 0.8106858
##
## $Up
## [1] 3.825281
##
## $FstepL
## [1] 1e-10
##
## $FstepU
## [1] 1e-10
##
## $Lvalue
## [1] 3.84
##
## $Uvalue
## [1] 3.84

So, the 95% Wilks confidence interval for beta(protime) is [0.8106858, 3.825281].

4.3 Construct confidence interval related to \((\beta, \mu)\) by inverting empirical Likelihood

4.3.1 Construct confidence interval

This example is similar to (but more complicated than) the Weibull survival probability example of section 3. It is strongly advised that you first go through that example first. The two added twist here are (1). we need to turn the infinite dimensional parameter \(\Lambda_0(t)\) into a finite dimensional parameter via the function fun: \(\mu = \int f(t)d\Lambda_0(t)\). (2). Produce the contour plot of log lik for \((\beta, \mu)\) is hard, so we instead produce a contour plot of \((\beta, \lambda)\) where \(\lambda\) is a monotone, one-to-one function of \(\mu\): \(\mu = K(\lambda)\); where \(K(0) = \mu_{mle}\). In other words, we setup the grid points in terms of \(\beta\) and \(\lambda\) before create the contour plot using R.

First, let us look at the null hypothesis below:

\[
H_0: \quad 300 \text{ days survival probability for a patient with covariate } Z = c; \quad \text{i.e.} \quad e^{-A_0(300)e^{\beta Z}} = c
\]

Note that even though we have two unknown things, \(A_0(300)\) and \(\beta\) in the hypothesis, the number of parameter under testing is only equal to one. And we could build up a confidence
interval for the term $e^{-A_0(300)e^{\beta Z}}$ by inverting Likelihood Ratio Test (LRT). Consider the easier 2-parameter hypothesis $H'_{00}$, where

$$
\begin{align*}
H_{00} & : \\
\mu &= A_0(300) = \mu^* \\
\beta &= \beta^*
\end{align*}
$$

But here we have two parameters. And we could do the same thing, that is to invert LRT to get a joint confidence set (a region) for $(\beta, \mu)$. Once we have the confidence set (a region), then the confidence interval for $e^{-A_0(300)e^{\beta Z}}$ is just the range that $e^{-A_0(300)e^{\beta Z}}$ can take on that region.

Let us focus on one specific $H_{00}$

$$
\begin{align*}
H_{00} & : \\
\mu &= A_0(300) = 0.2 \\
\beta &= 0.5
\end{align*}
$$

For the data set “smallcell” in R, we can try to compute the true likelihood of survival for the above $H_{00}$ using CoxEL function in “ELYP” package.

```
library("ELYP")
data(smallcell)
myy <- smallcell$survival
myd <- smallcell$indicator
myZ <- smallcell$arm

myfun <- function(t){as.numeric(t<=300)}

CoxEL(y=myy,d=myd,Z=myZ,beta=0.5,lam=0,fun=myfun)
```

But we need to define $f(x)$ such that $\int f(t)dA_0(t) = A_0(300)$. And we could easily achieve this by defining $f(t) = I[t \leq 300]$.

```
myfun <- function(t){as.numeric(t<=300)}
```

Now let’s compute the likelihood

```
CoxEL(y=myy,d=myd,Z=myZ,beta=0.5,lam=0,fun=myfun)
```
Notice that in the output, log likelihood is -500.907, but $\mu$ is not equal to 0.2, which is the value of $\Lambda_0(300)$ in $H_{00}$. Hence, we need to find a $\lambda$ value to make $\mu = \Lambda_0(300) = 0.2$. After several trials, we find out that with $\lambda = -15.95$, we could have $\mu$ approximately 0.2, as shown below.

\[
\text{CoxEL}(y=\text{myy}, d=\text{myd}, Z=\text{myZ}, \beta=0.5, \lambda=-15.95, \text{fun}=\text{myfun})
\]
Hence the log $\log \text{Lik}_0 = \log \text{Lik}(\beta = 0.5, \mu = 0.2) = -501.0959$.

The relation between $\lambda$ and $\mu$ is such that $\lambda = 0$ corresponds to $\mu = \mu_{\text{MLE}}$, and it is a monotone decreasing function.

Recall the process of inverting LRT to get confidence region/interval for the parameters. We reject $H_0$ if $-2\log \text{Lik}_0 - \log \text{Lik}_A$ is smaller than some number. That is, $-2\log \text{Lik}_0 - \log \text{Lik}_A >$ some number. And since $\log \text{Lik}_A = \log \text{Lik}(\text{MLE})$, all we need to do is to plug in $\beta = \hat{\beta}_{\text{Cox}}$ and set $\lambda = 0$, as shown below.
library(survival)
coxph(Surv(myy,myd)~myZ)$coef
## myZ
## 0.5337653

# from here we read the beta (MLE) = 0.5337653
CoxEL(y=myy,d=myd,Z=myZ,beta=0.5337653,lam=0,fun=myfun)

## $d
## [1] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
## [36] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
## [71] 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 0 1 0 1 1 0 0 0 0 0 0
## [106] 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0

## $Hazw
## [1] 0.006149489 0.006214662 0.006253525 0.006292878 0.006361143
## [6] 0.006430905 0.006502214 0.006575122 0.006649684 0.006725956
## [11] 0.006771501 0.006850610 0.006931589 0.006979971 0.007064056
## [16] 0.007150192 0.007238454 0.007291231 0.007383032 0.007477174
## [21] 0.007533504 0.007590688 0.007692430 0.007853629 0.007960241
## [26] 0.008069788 0.008135439 0.008202167 0.008318523 0.008438227
## [31] 0.008561426 0.008688276 0.008818942 0.008953598 0.009034489
## [36] 0.009175860 0.009321726 0.009472305 0.009627828 0.009788544
## [41] 0.009954716 0.010126628 0.010304581 0.010488901 0.010679934
## [46] 0.010997689 0.011207891 0.011334932 0.011597854 0.011733942
## [51] 0.011873262 0.012162069 0.012311806 0.012465276 0.012736013
## [56] 0.013190495 0.013494033 0.013678613 0.013868312 0.014063347
## [61] 0.014263946 0.014470350 0.014682816 0.015059904 0.015290173
## [66] 0.015527592 0.015949944 0.016208468 0.016475511 0.016751501
## [71] 0.017036894 0.017546691 0.018087938 0.018663639 0.019018595
## [76] 0.019388789 0.019754775 0.020050214 0.020460451 0.020887825
## [81] 0.02126069 0.021311806 0.021465276 0.021733942 0.021873262
## [86] 0.022190056 0.022490056 0.022922487 0.023111775 0.0237511775
## [91] 0.028290086 0.029113715 0.030913743 0.030760662 0.030361921
## [96] 0.030075037 0.029887825 0.029536347 0.02918595 0.028833435
## [101] 0.028481916 0.028140402 0.027798888 0.027457374 0.027115861
## [106] 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000
## [111] 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000
## [116] 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000
## [121] 0.000000000

## $mu
## [1] 0.1737539

## $logPlik
Then we have $\log \text{Lik}_A = -500.8937$.

Then, $-2[\log \text{Lik}_0 - \log \text{Lik}_A] = 2[\log \text{Lik}_A - \log \text{Lik}_0] = 2[-500.8937 + 501.0959] = 0.4044$. And we’ve learned the that the approximate distribution of $-2[\log \text{Lik}_0 - \log \text{Lik}_A]$ is $\chi^2$ with $df = 2$ under $H_0$. However, our final use of the confidence region is to produce a confidence interval for one parameter. Therefore, we use 3.84 as a cut off point to result a 95% confidence interval. We can calculate the p-value and decide whether to reject based on some confidence. In any case 0.4044 (not larger than 3.84) will not lead to rejection. If reject, we will include this $(\beta^*, \mu^*)$ is outside the confidence set. We build a contour plot for $(\beta, \lambda)$ instead, since it is a lot easier than those for $(\beta, \mu)$.

```r
bvec <- 1:100/110 + 0.06
lvec <- (1:100)*1.3 - 50
myEtafun <- function(beta,theta){exp(- theta*exp(beta))}
LLout1 <- LLout2 <- LLout3 <- matrix(NA, 100,100)
for(i in 1:100) for(j in 1:100) {
temp <- CoxEL(y=myy,d=myd,Z=myZ,beta=bvec[i],lam=lvec[j],fun=myfun)
LLout1[i,j] <- temp$logEmpLik
LLout2[i,j] <- temp$mu
LLout3[i,j] <- myEtafun(beta=bvec[i], theta=temp$mu) }
contour(bvec, lvec, z=LLout1, level=c(-500.8937 - 3.84/2, -500.8941),
       xlab="beta", ylab="lambda", main="logEL")
par(new=TRUE)
contour(bvec, lvec, z=LLout3)
```
Then we need to find the range of the values that $e^{-\mu e^{\beta Z}} = e^{-A_0(300)e^{\beta Z}}$ can take (here $Z = 1$) on that region. And that will be our confidence interval for $e^{-A_0(300)e^{\beta}}$.

Finally search for $e^{-A_0(300)e^{\beta}}$ over the region of $(\beta,\lambda)$ for maximum and minimum to form the confidence interval. We see the approximate MLE of $e^{-A_0(300)e^{\beta}}$ is 0.742, the 95% confidence interval for $e^{-A_0(300)e^{\beta}}$ is approximately $[0.64, 0.83]$.

Without plot all the contour plots, we may search for the lower and upper confidence limit of the confidence interval using the function CoxFindL2( ). From the output we can read the 95% confidence interval is $[0.6422, 0.8278]$.

```r
CoxFindL2(BetaMLE=0.5337653, StepSize=c(0.04,1.6), 
Hfun=myfun, Efun=myEtafun, y=myy, d=myd, Z=myZ)
## [1] -502.8137
```
CoxFindU2(BetaMLE=0.5337653, StepSize=c(0.04,1.6), Hfun=myfun, Efun=myEtafun, y=myy, d=myd, Z=myZ)
<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8223675</td>
<td>0.2537653</td>
<td>41.6000000</td>
<td>0.1517360</td>
<td>-502.803126</td>
</tr>
<tr>
<td>0.8242512</td>
<td>0.2737653</td>
<td>45.6000000</td>
<td>0.1469914</td>
<td>-502.8122076</td>
</tr>
<tr>
<td>0.8249406</td>
<td>0.3337653</td>
<td>52.8000000</td>
<td>0.1378325</td>
<td>-502.7036415</td>
</tr>
<tr>
<td>0.8264397</td>
<td>0.3537653</td>
<td>56.8000000</td>
<td>0.1338287</td>
<td>-502.7498178</td>
</tr>
<tr>
<td>0.8278185</td>
<td>0.3737653</td>
<td>60.8000000</td>
<td>0.1300316</td>
<td>-502.8053010</td>
</tr>
<tr>
<td>0.8278155</td>
<td>0.3937653</td>
<td>63.2000000</td>
<td>0.1274592</td>
<td>-502.8034289</td>
</tr>
<tr>
<td>0.8278214</td>
<td>0.3787653</td>
<td>61.4000000</td>
<td>0.1293807</td>
<td>-502.8040613</td>
</tr>
<tr>
<td>0.8278218</td>
<td>0.3837653</td>
<td>62.0000000</td>
<td>0.1287350</td>
<td>-502.8033368</td>
</tr>
<tr>
<td>0.8278214</td>
<td>0.3787653</td>
<td>61.4000000</td>
<td>0.1293807</td>
<td>-502.8040613</td>
</tr>
<tr>
<td>0.8278218</td>
<td>0.3837653</td>
<td>62.0000000</td>
<td>0.1287350</td>
<td>-502.8033368</td>
</tr>
<tr>
<td>0.8278214</td>
<td>0.3787653</td>
<td>61.4000000</td>
<td>0.1293807</td>
<td>-502.8040613</td>
</tr>
<tr>
<td>0.8278218</td>
<td>0.3837653</td>
<td>62.0000000</td>
<td>0.1287350</td>
<td>-502.8033368</td>
</tr>
<tr>
<td>0.8278214</td>
<td>0.3787653</td>
<td>61.4000000</td>
<td>0.1293807</td>
<td>-502.8040613</td>
</tr>
<tr>
<td>0.8278218</td>
<td>0.3837653</td>
<td>62.0000000</td>
<td>0.1287350</td>
<td>-502.8033368</td>
</tr>
<tr>
<td>0.8278214</td>
<td>0.3787653</td>
<td>61.4000000</td>
<td>0.1293807</td>
<td>-502.8040613</td>
</tr>
<tr>
<td>0.8278218</td>
<td>0.3837653</td>
<td>62.0000000</td>
<td>0.1287350</td>
<td>-502.8033368</td>
</tr>
<tr>
<td>0.8278214</td>
<td>0.3787653</td>
<td>61.4000000</td>
<td>0.1293807</td>
<td>-502.8040613</td>
</tr>
<tr>
<td>0.8278218</td>
<td>0.3837653</td>
<td>62.0000000</td>
<td>0.1287350</td>
<td>-502.8033368</td>
</tr>
</tbody>
</table>

## $Upper

### maxParameterNloglik

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3837653</td>
<td>62.0000000</td>
<td>0.1287350</td>
<td>-502.8033368</td>
<td></td>
</tr>
</tbody>
</table>