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Preliminary Examination in Numerical Analys

January 6, 2010

Instructions:

1. The examination is for 3 hours.

2. The examination consists of two parts:
Part I: Matrix Theory and Numerical Linear Algebra
Part II: Introductory Numerical Analysis

e problem sets
3. There are three problem sets in each part. Work two out of the three p
for each part.

; . s within each
4. All problem sets carry equal weights (but not necessarily the various problem
problem set).

: be. You could
5. Problems within each problem set are not necessarily related but tl_lfeyollr:ij);d not prove it.
use the result from one part in your solutions for other parts, even if y
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PART I - Matrix Theory and Numerleal Linoar Algobra : ‘
(Work two of the threo problom sots in this pa;rl.)

Problem 1. Lot A € R™" and b € R™ (m > n). Lol A w ULVT bo the singular value
decomposition of A, whore

“ X 71
).4 H ( 0' 8 ) ¢ ]Rmxu; ul - :
Ty
with oy 2+ 2 0y > 0,

(a) Dete‘rmino when Az = b has no solution, oxactly one solution, or infinitely many solutions.
Write down tho solution or tho solution set in torms of singular voctors whon it exists.

(b) Determine when the least squares problem

' min || Az ~ b||a. (1)

me RN

has c?x&ctly one solution, or infinitely many solutions. Write cdown the solution or the
solution set in terms of singular voctors when it oxists.

Problem 2.

1. Let A € C"*" and z € C™ with ||| = 1 bo given, and define 2 € C by p = o/ Az—think
of (1, z) as an approximate eigenpair for A. Note: the superscript # cdenotes the conjugate
transpose of the matrix or vector to which it is applied.

(a) Show that, for any w € C* with ||w|; =1, M =1 - 2ww!! is Hermitian and unitary.
Let e; € R™ be the k** column of the of the identity matrix I € R**", and 3 € C have
unit modulus, |8 = 1. Show that D = I — (1 + f)exel’ is diagonal and unitary.

(b) Give a constructive proof that there exists a unitary matrix Q € C™*™ having « as its
first column, i.e. Qe; = =,

(c) Define the vector e € C™~! via the following block partitioning of Q¥ AQ,

€

Show that |le||z = || Az — pz||2 = minsec |Az = o2



Problem 3.

1 : i ithmetic.
1: Conaider multiply ing A = [ai;] € R™*" with a vector z € R™ in a floating point arl
Prove that '

Fl(AZ) = (A + 6A)z
- 't_
for some A4 with 1645 < nla;;|(e + O(e2)), where ¢ is the machmezroundoﬁ' uni
(You may use fuyd, Tivi) = 30 wigi(l + 6;) with 6; < de + O(e?). ) .
. ; trix such tha
2. Let Abeannxn Symmetric positive definite matrix. If F is a Efymmetrlc mAatrix
122 < 47113, prove that A + E is symmetric positive definite.

. A x n matrix A
3. Write down the shifteq QR algorithm for computing e1g.er.1va.1ues tof an n
Prove that the matrices Produced are all similar to the original matrix.



Part II — Numerical Analysi
ysis
(Work two of the three problems in this part)

Problem 4.

a) Choosing a, b, and &tb . ' e ,
(a) g a, 0, 3~ as quadrature points, use the method of undetermined coefficients to

derive a quadrature method for ap imati b
: _ proximating [’ f(z)dx. Sh ' for
all cubic polynomials, but not generally for quart‘ilcs.( : B e .

(b) Suppose that you wish to numerically sol ik
The modified Euler's method ally solve the initial value problem z/(t) = f(z, ), z(0) = To-

o(t+h) = 2(t) + hf(t+ 3h,2(t) + ThI(L 2(0)

15_ a Runge-Iquta scheme for this IVP. Use Richardson extrapolation on Euler’s method with step
sizes h and 3 in order 1".0 derive the modified Euler method. Recall that Euler’s method is given
!)y I(t2+ h’) z.:x: (t) + hz'(t). You may assume for simplicity that the error term in Euler’s method
is: Kh?, that is, z(t + h) = z(t) + ha'(t) + K h2, with K independent of z.

Problem 5.

(a) Show that the error term for the simple Midpoint Rule on an interval [a,b] is g5 (b— a)*f"(c),
where c € [a,b]. More precisely, show that if f is sufficiently smooth, then '

b
b
L f(z)dz = (b— a)f(a; )+ Elif”(c)(b —a)®

for some ¢ € [a,b]. You may want to use the Integral Mean Value Theorem: Assume that u and
v are continuous on [a, b], and that v > 0. Then there exists £ € [a, b] such that |, : u(z)v(z)dr =

b
u(€) [, v(z)dz.
(b) Suppose that you enter any number into a calculator and repeatedly press the cos button.

Will the sequence of numbers that is thus generated converge? Be sure to provide a proof for
your answer. (You may assume that the calculator has infinite precision, so that floating point
errors can be ignored.)

(c) Find the Newton form of the polynomial p of lowest possible degree satisfying p(0) = 1,

p(1) = 2, p(2) = —1, and pP(1)=0
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Problem 6.

{8} st trhat {zn} is generated by Newton’s method for a function f, where f” is continuous,
f(r) =04 f'(r), and o is sufficiently close to r. Show that

€n+1 = f”(r) )
e = 27)

(b) Let
2_1
ten=[%25 ]
) . 2
Carry out one step of Newton’s method for f with starting point [ 2 ]
(c) Considér the following numerical scheme for solving #’ = f(x, t):

Tn = 3Tn_1 + 2n_3 = h(fa + 2fac1 + fr-2 — 2fn-3].

. ; . ; - i a good
Using the notions of consistency, stability, and convergence, discuss whether this would be a g
scheme to use in practice.



