Preliminary Examination in Numerical Analysis

May 29, 2015

Instructions:
1. The examination is for 3 hours.

2. The examination consists of ten equally-weighted problems. The first five cover Matrix
Theory and Numerical Linear Algebra and the last five cover Introductory Numerical Anal-
ysis

3. You may omit one problem (i.e. work nine out of the ten problems).




Problem 1. Let L = [l;;] be an n x n lower triangular matrix with the diagonals equal to 1.
Write down the forward substitution algorithm for solving La — b. Prove that the computed
solution # satisfies (L + §L)& = b with {6L] < (n — D)e|L| + O(?).

{You may use without proof that i (30, @) = 3.0 @ys{1 + ;) with [§] < ne+ O().)
Problem 2. Let A be an invertible upper triangular matrix and let X = [z5] € B™*" be an

upper triangular matrix with all the diagonal entries being zero. Prove that A — X is invertible
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Problem 3. Let A € R™™ ph € BR™, and 6b € R™. Assume that rank(A) = n. If  is the
solution to the least squares problem mingege ||Az — bl|2 and £ is the solution to the perturbed
problem mingepn || A2z — b — §b||2, prove that
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where xa(A4) = ||A“2||A+”2'

Problem 4. Let o1 > 02 > -+ > o, > 0 be the singular values of A € R™**. Prove that

o1 = max 1 42]l2 and ¢, = min ]}Aa.ﬂg
w0 [zl oA |l

Problem 5. Let H = [h;;] be an upper Hessenberg matrix with A;1; #0for 1 <i<n —1
and let H = QR with R = ry] be its QR factorization. Assume that H is singular and H, is
obtained from H after one iteration of the QR algorithm. Prove that r,, = 0 and the last row
of Hy is entirely zero.

Problem 8. Consider the following interpolation problem: given f(z) and n + 1 distinet points
Tg, T,y 2 T, nd eg, €4, 1+, such that
n
pulm) = chep, satisfies p,{z;) = flz;),i =0,1,...n.
=0

Show that the interpolation function p,,{z) can always be constructed by relating it to the standard
polynomial interpolation problem.

Problem 7. Given that a fixed point iteration
Tnt1 = g{wn)
converges to a fixed point o with order p > 1 for all @p in some neighborhood of ¢, ie.
{(#n41 — @) = eo{wn — @) +er{zn — a’)pH +

show that with three successive values of the fixed point iteration x,_1, 2, and 2z, one can use
extrapolation to determine a sequence that asymptotically will converge to o with order p + 1.




Problem 8. Given a quadrature rule for approximating

h n
f fla)dz = Z w; f{x:)
0 i=0

with nodes x; € (0, h} and weights w; for ¢ == 0,1, -+ , nn such that the rule is exact for polynomials
only up to degree p, where n < p < 2n+ 1. Show that one can construct a corrected quadrature
rule, i.e. there exists an « such that

S wif(e) +a (FO(R) - fP () A2
i=0

such that this new rule has precision of at least p + 1. (Hint: Your expressions should work for
the corrected trapezoid and midpoint rules for which p = 2 and the corresponding o's are —1/12
and 1/24.)

Problem 9. State the conditions under which Newton’s method applied to a function f(z)
defined on an interval (a, b), will converge to a root o € {a,b) of f. Assuming that the conditions
you stated are met, show that f{z;) will converge quadratically to zero with asymptolic error

()
constant a2
Problem 10. The following mutlistep method was derived using a Hermite interpolant

Ynt2 + AYns1 — Syn = R 2 (@n, yn) + Af (Bn41, Uns1))

Show that the method is consistent but not zero-stable. In floating poini arithmetic what is
likely to happen when the multistep method is used to solve y' = f(z,y) where f(z,y) = 0 and
yo = 1/10, and y; = 1/10 are used as the initial conditions for the method.






