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Topology is the study of shapes. (The Greek meaning of the word is the study of places.) What
kind of shapes? Many are familiar objects: a circle or triangle or square. From the point of view
of topology, these are indistinguishable. Going up in dimension, we might want to study a sphere
or box or a torus. Here, the sphere is topologically distinct from the torus. And neither of these is
considered to be equivalent to the circle.

One standard way to distinguish the circle from the sphere is to see what happens when you
remove two points. One case gives you two disjoint intervals, whereas the other gives you an (open)
cylinder. The two intervals are disconnected, whereas the cylinder is not. This then implies that
the circle and the sphere cannot be identified as topological spaces. This will be a standard line
of approach for distinguishing two spaces: find a topological property that one space has and the
other does not.

In fact, all of the above examples arise as metric spaces, but topology is quite a bit more
general. For starters, a circle of radius 1 is the same as a circle of radius 123978632 from the eyes of
topology. We will also see that there are many interesting spaces that can be obtained by modifying
familiar metric spaces, but the resulting spaces cannot always be given a nice metric.

Part 1. Metric Spaces

1. Definitions

As we said, many examples that we care about are metric spaces, so we’ll start by reviewing the
theory of metric spaces.

Definition 1.1. A metric space is a pair (X, d), where X is a set and d : X ⇥ X �! R is a
function (called a “metric”) satisfying the following three properties:
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(1) (Symmetry) d(x, y) = d(y, x) for all x, y 2 X

(2) (Positive-definite) d(x, y) � 0 and d(x, y) = 0 if and only if x = y

(3) (Triangle Inequality) d(x, y) + d(y, z) � d(x, z) for all x, y, z in X.

Example 1.2. (1) R is a metric space, with d(x, y) = |x� y|.
(2) R2 is a metric space, with d

Euc

(x,y) =
p
(x1 � y1)2 + (x2 � y2)2. This is called the stan-

dard, or Euclidean metric, on R2.
(3) (Euclidean metric) Rn similarly has a Euclidean metric, defined by

d(x,y) =
p
(x1 � y1)2 + · · ·+ (x

n

� y

n

)2.

(4) (max metric) R2, with d(x,y) = max{|x1 � y1|, |x2 � y2|}.
(5) (taxicab metric) R2, with d(x,y) = |x1 � y1|+ |x2 � y2|.
(6) (wheel metric) R2, where

d(x,y) =

⇢
d

Euc

(x,y) if x and y lie on a common line through 0
d

Euc

(x,0) + d

Euc

(y,0) else

Given a point x in a metric space X, we can consider those points “near to x”.

Definition 1.3. Let (X, d) be a metric space and let x 2 X. We define the (open) ball of radius
r around x to be

B

r

(x) = {y 2 X | d(x, y) < r}.

Example 1.4. (1) In R, with the usual metric, we have B

r

(x) = (x� r, x+ r).
(2) In R2, with the standard metric, we have B

r

(x) is a disc of radius r, centered at x.
(3) In Rn, with the standard metric, we have B

r

(x) is an n-dimensional ball of radius r, centered
at x.

(4) In R2, with the max metric, B
r

(x) takes the form of a square, with sides of length 2r,
centered at x.

(5) In R2, with the “taxicab” metric, B
r

(x) is a diamond, with sides of length r

p
2, centered

at x.
(6) In R2, with the “wheel” metric, there are two types of open balls.

(a) If r  d

Euc

(x,0), then B

r

(x) is an open interval, on the line through x and 0, centered
at x of radius r.

(b) But if r > d

Euc

(x,0), write ✏ = r � d

Euc

(x,0). In this case, B
r

(x) is the union of
(1) the open interval on the line through x, centered at x and of radius r and (2) the
Euclidean open ball centered at 0 of radius ✏.

Fri, Aug. 25

1.1. Cartesian Products. In the definition of a metric space, we had a metric function X⇥X �!
R. Let’s review: what is the set X ⇥X? More generally, what is X ⇥ Y , when X and Y are sets?
We know this as the set of ordered pairs

X ⇥ Y = {(x, y) | x 2 X, y 2 Y }.
This is the usual definition of the cartesian product of two sets. One of the points of emphasis
in this class will be not just objects or constructions but rather maps into/out of objects. With
that in mind, given the cartesian product X ⇥ Y , can we say anything about maps into or out of
X ⇥ Y ?

The first thing to note is that there are two “natural” maps out of the product; namely, the
projections. These are

p

X

: X ⇥ Y �! X, p

X

(x, y) = x
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and

p

Y

: X ⇥ Y �! Y p

Y

(x, y) = y.

Now let’s consider functions into X ⇥ Y from other, arbitrary, sets. Suppose that Z is a set. How
would one specify a function f : Z �! X ⇥ Y ? For each z 2 Z, we would need to give a point
f(z) 2 X ⇥ Y . This point can be described by listing its X and Y coordinates. Given that the
projection p

X

takes a point in the product and picks out its X-coordinate, it follows that the
function f

X

defined as the composition

Z

f�! X ⇥ Y

p

X��! X

is the function of X-coordinates of the function f . We similarly get a function f

Y

by using p

Y

instead.
And the main point of this is that the function f contains the same information as the pair of

functions f
X

and f

Y

. In other words, there is a bijective correspondence between functions f and
pairs of functions (f

X

, f

Y

).

Proposition 1.5. (Universal property of the cartesian prod-

uct) Let X, Y , and Z be any sets. Suppose given functions

f

X

: Z �! X and f

Y

: Z �! Y . Then there exists a unique
function f : Z �! X ⇥ Y such that

f

X

= p

X

� f, and f

Y

= p

X

� f.

X

Z

9!f //

f

X

00

f

Y

..

X ⇥ Y

p

X

;;

p

Y

##
Y

Furthermore, it turns out that the above property uniquely characterizes the cartesian product
X ⇥ Y , up to bijection. We called this a “Proposition”, but there is nothing di�cult about this,
once you understand the statement. The major advance at this point is simply the reframing of a
familiar concept. We will see later in the course why this is useful.

So far, it probably seems like we’re taking something relatively simple and making it sound very
complicated, but I promise this point of view will pay o↵ down the line!

2. Continuous Functions

As we already said, we will promote the viewpoint that it is not just objects that are important,
but also maps. We have introduced the concept of a metric space, so we should then ask “What
are maps between metric spaces”?

The strictest answer is what is known as an isometry: a function f : X �! Y such that
d

Y

(f(x1), f(x2)) = d

X

(x1, x2) for all pairs of points x1 and x2 in X. This is a perfectly fine answer
in many regards, but for our purposes, it will be too restrictive. For instance, what are all isometries
R �! R?

We will prefer to study the more general class of continuous functions.

Definition 2.1. A function f : X �! Y between metric spaces is continuous if for every x 2 X

and for every " > 0, there is a � > 0 such that whenever x0 2 B

�

(x), then f(x0) 2 B

"

(f(x)).

This is the standard definition, taken straight from Calc I and written in the language of metric
spaces. However, it is not always the most convenient formulation.

Proposition 2.2. Let f : X �! Y be a function between metric spaces. The following are

equivalent:

(1) f is continuous
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(2) for every x 2 X and for every " > 0, there is a � > 0 such that

B

�

(x) ✓ f

�1(B
✏

(f(x)))

(3) For every y 2 Y and ✏ > 0 and x 2 X, if f(x) 2 B

✏

(y), then there exists a � > 0 such that

B

�

(x) ✓ f

�1(B
✏

(y))

(4) For every y 2 Y and ✏ > 0 and x 2 X, if x 2 f

�1(B
✏

(y)), then there exists a � > 0 such

that

B

�

(x) ✓ f

�1(B
✏

(y))

2.1. Open Sets. The property that f�1(B
✏

(y)) satisfies in condition (4) is important, and we give
it a name:

Definition 2.3. Let U ✓ X be a subset. We say that U is open in X if whenever x 2 U , then
there exists a � > 0 such that B

�

(x) ✓ U .

With this language at hand, we can restate condition (4) above as

(40) For every y 2 Y and ✏ > 0, f�1(B
✏

(y)) is open in X.

The language suggests that an open ball should count as an open set, and this is indeed true.

Proposition 2.4. Let c 2 X and ✏ > 0. Then B

✏

(c) is open in X.

Proof. Suppose x 2 B

✏

(c). This means that d(x, c) < ✏.
Write d for this distance. Let

� = ✏� d.

We claim that this is the desired �. For suppose that u 2
B

�

(x). Then

d(u, c)  d(u, x) + d(x, c) < � + d = ✏.

⌅

d

Ok, so the notion of open set is closely related to that of open ball: every open ball is an open
set, and every open set is required to contain a number of these open balls. Even better, we have
the following result:

Proposition 2.5. A subset U ✓ X is open if and only if it can be expressed as a union of open

balls.

Proof. Suppose U is open, and let x 2 U . By definition, there exists �

x

> 0 with B

�

x

(x) ✓ U .
Since this is true for every x 2 U , we have

[

x2U
B

�

x

(x) ✓ U.

But every x 2 U is contained in the union, so clearly U must also be contained in the union. It
follows that [

x2U
B

�

x

(x) = U.

Now suppose, on the other hand, that U =
S

↵

B

�

↵

(x
↵

). We wish to show that U is open. Well,
suppose u 2 U . Since U is expressed as a union, this implies that u 2 B

�

↵

(x
↵

) for some ↵. This
ball is contained in U by the definition of U , so we are done. ⌅
Corollary 2.6. Any union of open subsets of X is open.

With this description of open sets in hand, we give what is often the most useful characterization
of continuous maps.
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Proposition 2.7. Let f : X �! Y be a function between metric spaces. The following are

equivalent:

(1) f is continuous

(5) For every open subset V ✓ Y , the preimage f

�1(V ) is open in X.

Proof. It is clear that (5) implies (40), which is equivalent to (1) by Prop 2.2. Now assume (1),
or, equivalently, (40). Let V ✓ Y be open. By the previous result, V is a union of balls, and by
(40) we know that the preimage of each ball is open. Using Corollary 2.6, it follows that f�1(V ) is
open. ⌅
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