Orthogonal Complements and Projections

Recall that two vectors v, & v, in R” are perpendicular or orthogonal provided that their dot

product vanishes. Thatis, v, L v, ifand only if v,-v, = 0.

Example
1 12 1 4
1. The vectors | -3 | & | 8 | in R? are orthogonal while | -3 | & | -6 | are
4 3 4 7
not.
2. We can define an inner product on the vector space of all polynomials of degree at most

3 by setting
(fx), g) ) = fo ' fx) g(x) dx.

(There is nothing special about integrating over [0,1]; This interval was chosen

arbitrarily.)  Then, for example,

(2x2 + 1,10x% + 11x - 11) = f1(2x2 + 1) (10x2 + 11x - 11) dx
0

- [! (20x* + 22x3 - 12x% + 11x - 11) dx
0

1
= | 4x° + —11x4 - 4x3 + sz - 11x
2 2

0

0

Hence, relative to the inner product < Ax), g(x) > = f ! Ax) g(x) dx we have that the
0

two polynomials 2x* + 1 & 10x? + 11x - 11 are orthogonal in Pj.

So, more generally, we say that v, 1 v, ina vector space V with inner product <u, v) provided



that (u,v) = 0.

Example
1 1 3 1
Considerthe 3 X 4 matrix A =2 3 1 1 |. Then, by the elementary row operations,
1 0 8 2
1 0 8 2
we have that rrej(A ) =10 1 -5 -1 |. Asdiscussed in the previous sections, the row
0 0 0 O

space of A coincides with the row space of rref(A ). In this case, we see that a basis for

| 0
. 0 o :
R, = Rmf( 4) 18 given by 1 g "l -5 (. By consideration of rref(A ), it follows that the
2 -1
8) (-2
- 5
null space of A, N, has a basis given by 1o (. We note that, as per the
0

Fundamental Theorem of Linear Algebra, that
dim(RA) + dim(NA) =4 ( = # of columns of A ).

Let’s consider vectorsin R, = ij( 4) and N,, say,

N 00 O =
I
W
W
0o



and

-8 -2 16
5 1 -11

(-3) ol IR I B I
0 1 4

By direct computation we see that

6 16
-2 -11
. =6(16) + (-2) (-11) + 58 (-3) + 144 =0
58 -3
14 4
6 16
-2 -11
and so 1
58 -3
14 4

So, is this an accident that an element of R, = ij( 4) is orthogonal to an element of N ,?

To answer this let’s consider the dot product of arbitrary elements of R, = Rmf( 4) and N,.

Since , ( is a basis for R, = Rmf( 4) there exists scalars a & b so that every

N 0 O =
|
(9]

vectorin R = ij( 4) can be written as



1 0 a
0 1 b
a + b =

8 -5 8a - 5b

2 -1 2a - b
-8 -2

_ . 5 . . .
Similarly, since L Lo ( is a basis for N, there exists scalars » & s so that every

0 1

-8 -2 -8r - 2s
5 1 5r + s
r + 8 =
1 0 r
0 s
Now,
a -8r - 2¢
b 5r + s
. =a(-8-2)+b(5r+s)+(8a-5b)r+(2a->b)s = 0.
8a - 5b r
2a - b s

We conclude thatif v € R, and w € N,,then v - w = 0 andso v L w.

Definition



Suppose V is a vector space with inner product <u, v>. (Think ¥V = R" and

(u,v) = dot(u,v))

I. The subspaces §; & §, of R” are said to be orthogonal, denoted S, 1 §,,if
<v1,v2> = 0 forall v, € §; & v, € §,.

2. Let W be a subspace of V. Then we define W * (read “W perp”) to be the set of

vectors in V given by
wt={veV| <v,w> =0 forallwe W}

The set W+ is called the orthogonal complement of W.

Examples

S W

1 3 1
1. From the above work, if 4 = |2 1 1 |,then R, + N,.
1 8 2

2. Let A beany m % n matrix. Now, the null space N, of A consists of those vectors x
with 4 x = 0 _. However, 4 x = 0, ifandonlyif r,-x =0 (i=1,..,m)
for each row r, of the matrix 4. Hence, the null space of A4 is the set of all vectors

orthogonal to the rows of 4 and, hence, the row space of 4. (Why?) We conclude that

The above suggest the following method for finding W * given a subspace Wof R”.
1. Find a matrix 4 having as row vectors a generating set for W.

2. Find the null space of 4. This null spaceis W .



0 0 0
1 1 -1
3. Suppose that §; = span [0 |, |1 | (and S, = span || 1 (. Then S, & S,
1 0
0 0 0
are orthogonal subspaces of R>. To verify this observe that
0 0 0 0 0 0 0
1 1 -1 1 -1 1 -1
al0 | +b]|1 r{1 =ar|0 1 +br|l 1
1 0 1 0
0 0 0 0 0 0 0
=ar 0 +br (0
=0
Thus, §; 1+ §,. Since
0 0 -7
1 1 -2
al0 ] +b|1 =0
1 0
0 0

and

¢S,




it follows that §;" # §,. So, what is the set §;"? Let B =

01 0 1 0
01 1 0 0)

Then, from part 2 above, §; = N . In fact, a basis for S =N » can be shown to be

1 0 0
0 -1 0
1lof,1 1 [,{0o]
0 1 0
0 0 1

0 0 1 0 0
1 1 0 -1 0
Finally, we note that theset {| 0 |, | 1 ( U Yl0 |, 1 |,|0 | ( forms a basis
1 0 0 0
[\ 0 0 0 0 1

for R>. In particular, every element of R® can be written as the sum of a vector in A\

and a vector in S .
Let W be the subspace of P, (= the vector space of all polynomials of degree at most 3)

with basis { 1, x3 } We take as our inner product on P; the function
1
(f.60) = [ ) 20x) .

Find as basis for W +.
Solution

Let p(x) = ax® + bx* + cx + d € W+*. Then

(p(x), (%)) = fo ' px) g(x) dx = 0



for all g(x) € W. Hence, in particular,

<p(x),1>=fl(ax3+bx2+cx+d)dx=£+2+£+d=0
0 4 3 2
and
<p(x),x3>=fl(ax6+bx5+cx4+dx3)dx=£+é+£+£=0.
0 7 6 5 4
Solving the linear system
g + é + £ +d=20
4 3 2
g + é + E + il = O
7 6 5 4
we find that we have pivot variables of a = %c + l4dand b = —Ec - %d with

free variables of ¢ and d. It follows that

px) = ¢ 1 B8yl v a| 14x3 - Zx2 4 g
5 5 2

for some ¢, d € R. Hence, the polynomials

14 5 18

x3 - Z2x?+x & 14x3 - Zx?2 + 1
5 5

span W *. Since these two polynomials are not multiples of each other, they are linearly

independent and so they form a basis for W .



Theorem

Suppose that W is a subspace of R”.
1. W + is a subspace of R”.

2. dim(W*) =n - dim(W)
3. (we) =w.

4. Each vectorin b € R” can be expressed uniquely in the form b = by, + by. where

by, € Wand b, € W-.

Definition

Let Vand W be two subspaces of R”. If each vector x € R” can be expressed uniquely in
the form x = v + w where v € Vand w € W, the we say R” is the direct sum of V and W

and we write R” = V o V.

Example

1. span ( ® span |

S = O = O
S © = = O
S = O = O
S O = = O

0 0 1 0 0
1 1 0 -1 0
=span \ |0 [, |1 | (@ span y[O [,|] 1 [,]|O | [ =R>
1 0 0 0
0 0 0 0 1



2. span {x3, 1 } ® span {x3, 1 }l

- span { x% 1} & span {1—54x3 - %xz + x, 14x3 - %xz + 1 } =

Fundamental Subspaces of a Matrix

Let A bean m x n matrix. Then the four fundamental subspaces of A are

R, = row space of 4 ( = Ra) )
N, = null space of 4
C, = column space of 4 ( = R,r )

N, r=null spaceof 47

Example
1 5 3 7 1 0 -2 -3

Let A=|2 0 -4 -6 |.Since rrefld) =0 1 1 2 |, it follows that
4 7 -1 2 0 0 0

R, has abasisof {(1,0,-2,-3),(0,1,1,2) }

and that
N, hasabasisof {(3,-2,0,1),(2,-1,1,0) }.

Because rref(A T ) =10 1 , we have that

o o Z|n wiw



CA has a basis of
13

10

wmia © =

and that
7
5
N, r consists of all scalar multiples of the vector | _ 13
10
1
Fundamental Theorem of Linear Algebra - Part 11
Let Abean m X n matrix.
1. N, is the orthogonal complement of R, in R”".
2. N, r is the orthogonal complement of C, in R™.
3. N,e R, =R"
4. N,re C, = R"
Example
1 5 3 7
Let A=[2 0 -4 -6|. Write v = (12, -10, -14, -26 ) uniquely as the sum of a
4 7 -1 2

vector in R, and a vectorin N,,. Itis sufficientto a, b, ¢, d € R so that

(a(1,0,-2,-3) + (0,1,1,2)) + (¢ (3,-2,0,1) + d(2,-1,1,0)) = v.

Reducing the associated augmented matrix



0 3 2 | 12
0 1 -2 -1 | -10
21 0 1 | -14
32 1 0 | -2

to
1 000 | 5
0100 | -6
001 0 | 1
000 1 | 2

we seethata=5,b=-6,c=1and d=2.
Set

~
1l

5(1,0,-2,-3) - 6 (0,1,1,2) = (5,-6,-16,-27) € R,

and

s =(3,-2,0,1) + 2(2,-1,1,0) = (7,-4,2,1) e N,.

Then v = r + s. Why is this the only way to represent v = (12, -10, -14, —26) as a sum of

a vector from R ” and a vector from N 4?

Definition

Let b € R" and let Wbe a subspace of R”. If b = by, + by, where by, € W and

by, . € W+, then wecall by, the projection of b onto W and write b, = proj, b.

Example
1. Suppose b = (12, -10, - 14, —26) € R* and W is the subspace of R* with basis vectors

{ (1, 0,-2,-3 ), (O, 1,1, 2) } Then, by the previous example, proj, b = (5, -6, -16, —27).



2. Find proj, b € R*if b = (2,1,5) and W=span{(1,2,1),(2,1,-1)}.

Solution

We note that ( 1,2,1 ) & (2, 1, -1 ) are linearly independent and, hence, form a basis for W.

So, we find a basis for W * by finding the null space for

1 2 1
A =
(2 1 —1)

or, equivalently,

S IR

We see that W+ = <(1, -1,1) > We now seek x,, x,, x; € R so that
(*) (2:195> = (xl (192:1) t X, (291:_1)) t X (1,_191>'
(Of course, proj, b = x, (1,2,1) + x, (2,1,-1). )

To solve the equation (*) it is sufficient to row reduce the augmented matrix

1 2 1 | 2

2 1 -1 | 1

1 -1 1 | 5
obtaining

1 0 0 | 2

o1 0 | -1

o 0o 1 | 2

Thus, proj, b = (2) (1,2,1) + (-1) (2,1,-1) = (0,3,3). We observe that there exists a

matrix P given by
2 1 -1

P:l
3



so that

Pb = proj, b.

We call P the projection matrix. The projection matrix givenby P = 4T (A AT )_1 A (where

the rows of A form a basis for W) is expensive computationally but if one is computing several
projections onto W it may very well be worth the effort as the above formula is valid for all

vectors b.
3. Find the projection of (1, 2, 1) onto the plane x + y + z = 0 in R? via the projection
matrix.

Solution

We seek a set of basis vectors for the plane x + y + z = 0. We claim the two vectors
(l, 0,-1 ) and (2, -1, -1 ) form a basis. (Any two vectors solving x + y + z = 0 that are

not multiples of one another will work.) Set
1 0 -1
A = .
2 -1 -1

Then

and
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1 0 —1]’ 2 (1
= 2
2 -1 -1 -1 = 2
3
2 -1 -1
.
3
-1 -1 2
So,
2 -1 -1
Pb=projWb=% -1 2 -1
-1 -1 2
We note that
2 -1
. 1
P(Pb)=P(pr0]Wb>=§ -1 2
-1 -1

and, hence, P? = P.

Why is this not surprising?

Properties of a Projection Matrix:
(1) P:=Pp (That is, P is idempotent.)

(2) PT =P (That is, P is symmetric.)

0 -1
-1 -1

-1
-1

-1/3
2/3
-1/3

-1/3
2/3
-1/3



