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A matrix is a rectangular array of numbers. Matrices are useful in
organizing and manipulating large amounts of data.
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Thew of this matrix is 2 X 3 since
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there are 2 rows and 3 columns.
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39 __I-n'trodu tion to Matrices | |

A matrix that has the same number of rows as columns is called a
square matrix.

A square matrix which has 1's along the main diagonal and zeros
elsewhere is called an identity matrix.




3.2 Introduction to Matrices e

A matrix that has only one row is called a row matrix or row
e
vector ‘

2 8 1 7

A matrix that has only one column is called a column matrix or
EEE—————e D
column vector

Two matrices are equal if they have the same size and each
#

corresponding entry is equal.



If two matrices are the same dlmen5|on they can be added or
subtracted.

Example 1: Let A = [_34 j5 Z} and B = [7 3 _2]
@ Find A+ B
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When we multlply a matrix by a scalar we multlply each entry by
that scalar

Example 2: Let A = {3 5 9

@ Find 2A
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3.2 Matrix

7 /74

In certain cases, we can multiply two matrices. The process is
more difficult than adding/subtracting matrices or multiplying by a
scalar.

Because of its wide use in application problems, we need to learn
multiplication of matrices well.

oXxeW |
If Aisa n X r‘r—v matrix and B is an lv X r matrix, then we can

multiply tb find the product matrix AB. [The resulting matrix will
be an n X\ matrix.




3.2 Matrix Multiplication

Example 3: Let A = '[2 1 —3] and B = 41.

T Lo

Find AB dimension 123 dimension & S % \

2B i\ Wave Alwiension
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A - {’M—D + 108 + ("95(0;\
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Example 4: Let A = [2 1 —3] and B=| 4
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- 3.2 Matrix Multiplication ‘

Example 5: Let A = [2 1 —}and B=| 4 1].

Find AB v. Y (3’(7-\

L -
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3.2 Matrix Multiplication

N
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3.2 Matrix Multiplication and Systems of E‘quations 8

In chapter 1, we discussed solving systems of equations. In this
chapter, we will use matrices to solve systems of equations.

We can pass back and forth between the system of equation
format we are used to seeing and matrix equations.




> Matrix Multiplication and Systems of Equations e

Example 7: Express the following system of equations as a matrix
equation AX = B.

(3x — 4y + 5z =17
2x — 8y +9z = -2
5x —6z=17

.
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In this section we will learn about the Gauss-Jordan method for
solving systems of equations.

The Gauss-Jordan method is applied to the augmented matrix
that represents a system of equations.

First we need to learn how to pass back and forth between the
system of equation format we are used to seeing and the
corresponding augmented matrix.



33 ___S,O'V_'_”g..__ S_YStemS._._U__S' S th_e Galssordai Method. %

Consider the system of equations

(2% —4y 4+ T7z=5
ﬁ8x—2y+2z:—9
I 5x+6y—6z=7

The corresponding augmented matrix is
pEElie <56 ¢ onstants

_\( W =

2 —4 7

8 -2 2 |-9
5 6 —6| 7.

Each row of the matrix represents one of the equations. The first
three columns are the coefficients of x, y, and z respectively. The
vertical line represents the equal sign and the 4th column contains

the constants.
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3.3 Solving Systems Using the Gauss-Jordan Method

The Gauss-Jordan method is a systematic use of the elimination
method. In this next example, we will solve a system of equations
using the elimination method while keeping track of the
corresponding augmented matrix at each step.

Example 1: Solve the system

'3{x—|—3y:7) [\ D1 *

3x 4+ 4y = 11

K+ ‘E!>‘H1 ==5-:" Ty 3 | '1},..\
= -By=-l° 0 -5 |-
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3.3 The Gauss-Jordan Method |

Using the elimination method is repetitive use of three operations.
When we apply the operations to the corresponding augmented
matrix, we are using what are called row. operations.

Row Operations
@ Any two rows in the augmented matrix can be interchanged.
@ Any row may be multiplied by a non-zero constant.

@ A constant multiplé of a row may be added to another row.

Each of these operations make the system “look” different, but
create an equivalent system of equations (the solution does not
change).



Example 2: Solve the system of equations by applying row
operations to the corresponding augmented matrix.

(2x+y+2z=10 =
\X+2y+z=8 .
X +y—z=2

@ Write the augmented matrix.

a \ & |\
\ & \ | 3
CYR B I W
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3.3 Example 2 continued

@ Interchange rows if necessary to obtain a non-zero entry in the
PUEEEESETRP- t }
first row, first column.

A\ ceady done !

@ Use a row operation to make the entry in the first row, first
column a 1.

R R, a |7

\
3 \ a1|1\0

Swapd oS 3 \,-‘ 9
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3.3 Example 2 continued

@ Use row operations to make all other entries in the first
column zero.
A \ ?

\
Rz—a?\:\.a?\‘ o> -3 O -0

RS—_’?"&-%R‘ o - -4 \|\-22

@ Interchange rows if necessary to obtain a nonzero number in
the second row, second column. |

Nod needed
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3.3 Example 2 continued

@ Use row operations to make the entry in the second row,
second column a 1.
\ %

Rew-sea [0 () 1)
@-q -21

@ Use row operations to e’all other entries in the second
column zer ;

R,—R,- 2%, o 1|4

l
R.—= R +5R, o \ © .
% P, s o _'_( 12

|
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3.3 Example 2 continued |

@ Use row operations to make the entry in the third row, third
column a 1 and all other entries in the third column zero.
Read off the answer from the augmented matrix.

Ro— "Ry A
2

3

o O \
Q\—'-?R\-R'ﬁ \ © 2 |
o 5
(*\‘5\7:3: (\\tl'S)
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Example 2 outlined the Gauss-Jordan method. You can also find
the steps on page 54 of the text.

The process of making a certain entry in a matrix 1 and then all
other entries in that column zero is called pivoting.

The number that is made a 1 is called the pivot element and the
row that contains the pivot element is called the pivot row.

The final form of the augmented matrix after applying the
Gauss-Jordan method is called reduced row echelon form.



Example 3: Solve the system of equations using the Gauss-Jordan
method.

(x—y—z=-1

\x—3y+2z=7
2X—y+2z=3

| -\ -\ -] R,—R;-vR

v -3 Al | —
R RS._aR._,-aR.

woke $e5¢ |
' SV o - 3
%4,(‘0 \L\ o \ 3 5
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In Chapter 1, we considered the intersection of two lines in a plane
and saw that three things could happen.

@ The lines intersect at exactly one point. This is called an

independent system.

@ The lines are parallel with different y-intercepts so they do not
intersect. This is called an inconsistent system.

The lines coincide and intersect at infinitely many points.
This is called a dependent system.

If a system has at least one solution, then we called it a
consistent system. A consistent system is one that is either

indeEendent or deEendent.
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4 Systems of Equations - Special Cases

Now we are looking at systems with three or more variables. In the
case of a linear equation with three variables, the set of all points
that satisfy the equation is a plane in 3-dimensions.

T

axtbytcz=d
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3.4 Systems of Equations

When we want to solve a system of 3 equations with 3 variables,
we need to know how the planes intersect. There are a variety of
ways that three planes can intersect. Here are a few examples.

Intersects at a Point

31/74



We use the same words to describe solutions to systems of
equations with three variables as we did with lines.

In the last slide, we saw

@ No intersection - Inconsistent
No Sdokien

@ Intersects at a line - Dependent (consistent)
I«\Q'\«; \'0\\1 ey

@ Intersects at a point - Independent (consistent)

Em.c-\-\u‘ one .
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In Chapter 3, we are using the Gauss-Jordan method to solve
systems of equations by applying the method to the augmented
matrix until the matrix is in reduced row echelon form.

Now we need to see what happens when we apply the
Gauss-Jordan method to augmented matrices corresponding to
inconsistent and dependent systems.

33/74



Example 1: Determine all solutions (if any exist) for the system of
equations

{2x+3y—7

—4x — 6y = —13 X \ (_ov\sl(“mt\’f

2 3| | R.~—~
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3.4 Systems of Equations - Special Cases

Example 2: Determine all solutions (if any exist) for the system of
equations DX *0‘3.,._ O

{2x+3y7 he

—4x — by = —14

lﬁ: E 3 solution .
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~ 3.4 Systems of Equations - Special Cases

Example 3: Determine all solutions (if any exist) for the system of
equations

(x+y+2z=056
{3x+2y +z=14
| 4x +3y +2z =20

36/74



_ 3.4 Example 3 continued . g

R -Ka o \
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3.4 Systems of Equations - Special Cases

Example 4: Determine all solutions (if any exist) for the system of
equations .

&<@b\,. {x+2y—4z—1 .u\w ﬁ.

v 2x —3y +82=9 :\/ >
\' Q -4\ R;-"R;—AR, \ -4 rl
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R‘ —-"R‘-aR; \ o '-\/_.} % -4-20%)
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2:z0 = (¥u,3)s (%,-\,0)®
2=+ = (Yﬂ‘ﬁl%\ - ("'\ \ ‘5’?) p




@ If any row of the reduced row echelon form of the matrix gives
a false statement such as 0 = 1, then the system has no

lution. Vo |3
SOIution - (O 0\51

@ If the reduced row echelon form has fewer equations than
variables and the system is consistent, then there are infinitely

many solutions (rows containing all zeros dropped).

o If a system' has an infinite number of solutions, the solution
must be put in parameterized form.

e The number of arbitrary parameters equals the number of
/\ variables minus the number of non-zero equations.

\ = o der
Exd: 3 Variables - Qe%.\:oktms =\ parame
' we used 2
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3.5 Inverse Matrices

3 Q- =

Definition: A@matrix A has an inverse if there exists another
n X n matrix B such that AB = BA = [,, where [, is the n X n
identity matrix.

The inverse of a matrix A, if it exists, is denoted by A~1.

Note: If is important that you check both AB = I, and BA = I,,.
Just checking one is not enough since in general AB # BA.



- 3.5 Inverse Matrices

2 =5
Example 1: Verify that A = E’ g] and B = [ ] are

Inverses. -
25122
o w7

(
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v
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™
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4
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@BA-

. X
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Jelarmieast A =TTR0 [

3 5 Inverse of 2 x 2 Matrices

If you look closely at the last example, you will see a relationship

between the two matrices. IC “\Q Ae\'i‘v\i“aﬁ'\
For a 2 X 2 matrix 'S aakel
N {a b] A ‘s nol
- 'm\u.f“\'o\‘ -

the inverse matrix is

1 d —b]

Unfortunately, there is no shortcut for larger matrices.
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Method for Finding the Inverse of a Matrix

Al

L

Write the augmented matrix [A

Use the Gauss-Jordan method to write the augmented matrix
from step 1 in reduced row echelon form.

If the reduced row echelon form in step 2 is [In

B}, then B is
n

A‘
If the left side of the reduced matrix from step 2 is not an
identity matrix, then A does not have an inverse.

the inverse of A. \



3 5 Inverse I\/Iatnces

Example 2 Flnd the inverse of the matrlx
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| 3 5 Inverse I\/Iatruces

Example 3 Assu X, Y, 2 7é 0 and md the inverse of the matrix
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3.5 Inverse I\/Iatrlces

Example 4: Find the inverse of the matrix

N

\ ] Ve *&\
p.\cl-ﬂ- 3 A=

11
3 1
_11 =
o o gaRreBR|' Y M| T C
{\ O|—> o 7_-5\0
a o ‘R"’-?R‘;R‘O > 3 ‘_|o\

\
O
| (2
- Make Teco \k.‘ad\‘j Q\

\ © © m\(& 2erO
R.>"% _‘ ¥, -y 0] sty Ve

% \-\ o |




S anpletacontinies o N
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3.5 Example 4 continued
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' sig the Inerse to Solvea Syst_o -

Suppose we want to solve the system AX = B where A is the
coefficient matrix, X is the matrix of variables and B is the matrix
of constant terms.

It A is invertible, then we can multiply both sides of the equation
AX = B by A~ to get

ATAX = A71B — X =A"!B

=

Note: This method only works when a unique solution exists.

50,74



3.5 Using the to Solve a System of Equations

Example 5: Solve the system of equations using the mverse

method.
— by =2
i —x+2y =0 - m a]‘f;&
A_.\ \ Q2 5 a 5
b-5 | 3
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Example 1: Let X = {2; 55)/} and Y = [1 ¥ ]

Find 2X —3Y. ¥ 2Y

52/74




| Extra Examples 3.2-3.5

Example 2: Let X = =X o and Y =
Find XY. { P } {
é;l % '!5i‘1 "'\ '—'
3 5 z Sw
~dy +02Y
2% 4+5%

53/74
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In the 1930's, Wassily Leontief used matrices to model economic
systems. |

His models, referred to as input-output models, divide the
economy into sectors where each sector produces goods and
services for itself and other sectors.

The sectors are dependent on one another and the total input
always equal the total output.

In 1973, he won the Nobel Prize in Economics for his work.
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As an example of the closed model, we look at a very simple
economy were there are only three sectors.

Example 1: Assume that in a village there is a farmer, carpenter,

and tailor who provide the three essentighgQods: food, shelter, and
clothing. Suppose the=farmer consumeg of phefood he

to the carpenter and o the tailg
S production ig_consumed by the farmer ,

| by the rlor of the tailor's-p ductlo
consumed by the farmer y the carpenter an
| model.

himself. Write the matrix that descrsbes the closed
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I xa-ple 1 continued
i e e s 1 T e L o T A "f‘:‘»*'*’.--.' S e e B B S B R e R e

1

)
| Forwer Troduciion

(onsvmption ov | -
weghe ™ 1 .30

C_M?U\:%“QW | - a 5

j%'&,\}\c) Y i ® ”’5
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CM\ = \‘ L x-.-: eaart ?couc —— \| C f‘P v
. . : [ a\ lors
Example 2: Using the information from example 1, how much pay

should each person get for their effort?

A= £WW\€‘I"5 Lt T Vl'—' CCLV’?CW\-ﬂ": T\JOA{ N }z A\'C':L\O\"f) ?o.»-(
Asoon)  Consomed = Aot —fméuc}feé

= K

- N

e

1t
!:j;%g s T
:

J
O
T
£
!
>
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The open model is more realistic, as it deals with an economy
where sectors of the economy not only satisfy each others needs,
but also satisfy some external demand. | |

The external demand comes from the consumer. The basic
assumption is the same, whatever is produced is consumed.
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Example 3: Consider the same economy as in example 1, however
the production of the farmer, carpenter and tailor is not completely
consumed by the three sectors. Instead, the consumption is given

by the following table. |

Coﬁﬁum?i\:m«\ 5
F produces | C produces | T produces ﬂf"‘}emwk\(iﬂ‘“
F uses 15 20 Wi son ™ P
C uses 20 25 20 waAr ¥
T uses 10 15 .05 »9;;0&&0_“%&

Also, assume that the consumer uses the other $50000 worth of
food, $40000 worth of carpenter’s production, and $35000 worth

of clothing.

e



1
\Alax\)r fix‘g éoo\:\m\t\ = (o %Q\N\"P&{\Q\r\ D 3 é‘ﬁx@k (ff\
SO—\ -
ﬂ X = Ax o\ |

| o

]
SONE X = Ax Dj

% = OO’kf?f)l&‘ a‘? ”(;‘;MM’
-\{:,-—- oukput of Q,r:w@m%‘er
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Example 3: Solve the system of equations using Gauss-Jordan
elimination.

(x+2y+3z=9

$2x—y+z=28
| 3x —Z =3
| A
\ ' & = | 23"':7 Qz*mg
g T ‘\g B — | v
1;213“‘?? WSL?;””?E§Ei\
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Example 4: Determine the solution(s) to the system of equations
using Gauss-Jordan elimination.

(x—y+z=10
Q4dx+2y —6z=0
2x+y—3z=0
| o 1 - i o )
\ - \ \ 1% . %2 f
4 1 L . ;:,":7?&_;% ! a ~1o0l o
2 \ ,_?) \ O R»za":? Q?)“&R\ O 5 =5y \ O
L oa )
..,,.\ 1 O :
b ~lo |0
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- @,‘ED k. \
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) 4 . % -4
N
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xtra Examples

Example 6: Tommy has to buy some pens, pencils and notebooks
for the upcoming semester. He has $102 to spend on $5 pens, $3

pencils, and $9 notebooks. He would like to spend the same

amount of money on pens as on pencils. He also wants the
combined number of pens and pencils to be equal to that of
notebooks. Set up a system of equations to find how many of each
item he should buy.

Yz ol ?&nci\s \:oog\\\

bouunk
\{s - Q'Q ?‘“5 I
- 4 ok nokebook oust
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_Example 6 continue

i

by, 512 =

3= B (+510) e nospete g
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Example 7: John inherited $25,000 and invested part of it in a

MMW e

money market account, part in mumupal bonds, and part in a
mutual fund. After one year, he received a total of $1,620 in

simple interest from the three investments. The money market

paid 6% annually, the bonds paid 7% annually, and the mutually

fund paid 8% annUaIly There was $6,000 more invedted in the
funds. Set up a Jyste‘m of eqliations to find

..,,.....-»w

X = CLNOUNAY a@ R W\\J%%’e& - honey maur ek
It AN UNL Q\?m\ \aov\.&g

J =
Vo Mo enoloal tunds
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I - Olox + ,'01«1 +.082= V0 <—— | ke 3@@»@«\,&%

E; t § ? )
L dohal money invested

><-\—\\+?:: A5000 £

\] = 400 ( \-E =0 ) o

W,O‘o .01 .0% \ \‘03«01 06 .O% -o;\
y vy lasesol
O % s § \{60®0 ® \

L | 3
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Example 3: Consider the same economy as in example 1, however
the production of the farmer, carpenter and tailor is not completely
consumed by the three sectors. Instead, the consumption is given

by the following tqb.le. amsabioan .
F produces | C produces | T produces ,_wjre‘mcvutoﬂ
F uses 15 .20 K1 i
C uses 20 25 20 woAT
T uses 10 15 .05 o7 nond’

Also, assume that the consumer uses the other $50000 worth of
food, $40000 worth of carpenter’s production, and $35000 worth
of clothing.

What should be the amount, in thousands of dollars, of required
output by each sector to meet the external demand?



e
\J\laﬂ\' ?(‘o & 5 o\:\m\ o Con &DM?\\OV\ gﬂﬂ@c%

. /A\X”F%W""/

4
%A 3
| ]
AN X = /&\X «-«D a%
T S

= OO*?OLF 5‘(\: i\‘ff"‘(m{f

| Y;r oukpul of € o enter
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3.7 Example 3 continued

(T-m) 3

Ca.lc.ulw\ror
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