Probability Cheat Sheet
e P(A°)=1— P(A)
e P(AUB) = P(A) + P(B) if A, B do not overlap.
e P(ANB) = P(A)P(B) if A, B are independent.
e E(aX +bY +¢) =adEX +DEY + ¢
e Eg(X) # g(EX) unless g(-) is a linear function
o Var(X) = E(X — EX)? = E(X)? — (EX)?
e E(XY) = (EX)(EY) if X,Y are independent.
o Var(X +Y)=Var(X)+ Var(Y) if X,Y are independent.
o Var(X +Y) =Var(X)+ Var(Y) + 2cov(X,Y)
o Var(aX +c¢) = a*Var(X)
e If X,Y independent = g(X), h(Y") also independent.
e CDF P(X <t)=F(t) = Fx(t)
e density f(t) = %P
e EX = [zfx(z)dx = [xdF(x)
o Bg(X) = [ g(a)dF ()
e Central Limit Theorem: Suppose Xi, Xs,...X,,... are independent
with a distribution F(z). Let EX = p and Var(X) = ¢% If 0 < 02 < o0

then (in terms of distribution) for large n
V(X — p) ZX N(0,0%)

Plus the table for “Brand name distrbution/random variables”. (include
all mean, variance, etc.)

Plus the map of how the different random variables are connected.



