1. Use Metropollis algorithm to simulate a Markov Chain that have the following distribution as its station-
ary/limiting distribution. The distribution in question is a so called posterior distribution. Its density function
is proportional to the product of

(a). a prior distribution that is a beta density, in particular beta(1, 2) say f(p).

(b). binomial likelihood, here viewed as a function of p: (n choose k) p~k (1-p)~(n-k)

‘We take n—80, k=36.

R code to simulate a Markov Chain with Beta Prior and Binomial Likelihood is below:
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2. This question at www.ms.uky.edu/” mai/sta624/2013HMO05.pdf.
Considering a question like this my first intuition would be to write a bit of code to solve the problem. Simulate many many

times until the expected number of visits is obtained. My code to do so is below.
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We would also like to know if our result of the mean time is accurate. We can checking our results with the follow theoretical
formula: t = N1 where N = (I; — Q)" will yield the correct expected number of steps before being absorbed into the cheesestate.
Doing this derivation gives ¢ = 24% ~ 24.66. So we can see the simulatm\/ﬁ/sults gave similar results.




